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Abstract

Visual question generation (VQG) task aims to generate high-quality questions based on the input image. Current
methods primarily focus on generating questions containing specified content utilizing answers or question types
as constraints. However, these constraints make it challenging to control the topic of generated questions (e.g.,
conversation or test subject topics) for various applications. Thus, it is necessary to utilize topics as constraints to
guide question generation. Considering that there are many topics and it is almost impossible for human annotations
to cover them, we propose the cross-topic learning VQG (CTL-VQG) task, which aims to generate questions related
to unseen topics in cross-topic scenarios. In this paper, we propose a knowledge-guided cross-topic visual question
generation (KC-VQG) model to extract unseen topic-related information for question generation. Specifically, an
image-topic feature extractor is introduced in our model to extract topic-related intuitive visual features; an image-topic
knowledge extractor is used to extract and select the most appropriate topic-related implicit knowledge from large
language models for generating questions. Extensive experiments show that our model outperforms baselines and
can effectively generate unseen topic-related questions in cross-topic scenarios.
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1. Introduction

Visual question generation (VQG) task endeavors
to generate questions based on the given image.
VQG has obtained significant attention in both the
computer vision and the natural language process-
ing areas due to its various potential applications
in intelligent education systems (He et al., 2017)
and dialogue systems (Mostafazadeh et al., 2016),
etc. For these various applications, the generated
questions usually need to contain specified content
based on certain constraints, e.g., test points in
education and topics in conversations. To this end,
existing VQG methods employ answers (Krishna
et al., 2019; Xie et al., 2021; Xu et al., 2021) or
question types (e.g., “what”, etc) (Fan et al., 2018)
as constraints to guide question generation. Al-
though subject to some constraints, it is also hard
to generate specific questions that are suitable for
various applications. As shown in Figure 1, given
an answer (i.e., white) as constraint may gener-
ate dialogue that is inappropriate for the contextual
topic, or generate a question that is irrelevant to
the exam topic “Geography” based on the ques-
tion type “Is”. Due to the lack of constraints on
topics, it is difficult for these VQG methods to gen-
erate appropriate questions. Thus, it is necessary
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Figure 1: A comparison between answer con-
straints and topic constraints in VQG task.

to utilize topics as constraints to guide question
generation (Duan et al., 2008). However, there
are many topics in question and it is almost impos-
sible to fully cover them with human annotations.
In this paper, we propose the cross-topic learning
VQG (CTL-VQG) task. The task aims to generate
questions across topic scenarios, i.e., the ability to
generate questions that are learned within a limited
number of labeled topics and effectively extends to
those unlabeled topics, especially situations that
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Figure 2: Question embedding distribution in differ-
ent question types with the question topic “color”.
Each point represents the coordinates of a question
embedding after dimensionality reduction and nor-
malization. The points are color-coded to represent
questions of different question types. Figure (a)
represents the original question embedding. Fig-
ure (b) represents the embedding of the question
without topic-related content.

are uncommon or require expertise to label.

To solve this CTL-VQG task, a VQG model should
learn some valid paradigms from the data of the
annotated topics. Following the research of (Duan
etal., 2008), humans typically regard each question
as being divisible into two components, i.e., struc-
tural information and content information. Specifi-
cally, structural information is affected by question
type such as “which” or “is”, while content infor-
mation is mainly related to the topic. As shown in
Figure 2(a), the distribution of all questions under
the same topic “color” is shown, and the distribution
of each question type is evenly distributed. When
we delete specific content such as the object “dog”
described by the topic “color”, as shown in Fig-
ure 2(b), the questions with each question type are
aggregated together separately. This indicates that
cross-topic learning mainly captures content related
to a new topic without annotation while maintaining
structural information.

To this end, we propose a knowledge-guided
cross-topic visual question generation (KC-VQG)
model, which aims to generate a question related
to an unseen topic with specified types under cross-
topic conditions. The KC-VQG model consists of
three components, i.e., image-topic feature extrac-
tor (IT-FE), image-topic knowledge extractor (IT-
KE), and topic and type-guided question decoder
(TT-GQD). For an unseen topic, we consider that
topic-related content can be divided into intuitive vi-
sual features and implicit knowledge, e.g., an object
“football” in topic “sport” based on intuitive visual
features, and an object “lamp” in topic “function”
based on a knowledge “lamp can be used in dark
rooms”. To capture intuitive visual features, the
ITFE employs a topic-aware attention mechanism

to capture the visual regions related to the topic
in the image. Then, we leverage ITKE to extract
topic-related implicit knowledge for question gen-
eration from large language models (LLMs) e.g.,
ChatGPT (OpenAl, 2023). Considering that not all
LLMs’ generated knowledge is suitable for captur-
ing topic-related content, the ITKE subsequently
introduced a knowledge discriminator to evaluate
the suitability of each piece of generated knowl-
edge for formulating the question. Finally, the TT-
GQD employs a distilled GPT-2 model to generate
questions. For the structural information, as the
question type is a trainable component, we train
the model by incorporating the question type into
the prompt. For the content information, we first
add extracted knowledge to the prompt to allow the
model to obtain topic-related implicit knowledge.
Additionally, we apply the features obtained by the
topic attention mechanism to GPT-2 to promote the
generation of topic-related intuitive visual features.
In summary, our contributions are as follows:

* To the best of our knowledge, our work is the
first one to explore cross-topic learning in the
VQG (CTL-VQG) task, solving the problem that
existing methods fail to generate appropriate
questions for unseen topics. The task aims to
generate topic-related questions even in the
absence of corresponding topic annotations,
which can be used in various applications.

To address the challenge of the CTL-VQG that
a VQG model fails to obtain topic-related con-
tent through training in cross-topic learning, we
propose to use the topic-related visual features
and additional knowledge from LLMs. Further-
more, we introduce a knowledge discriminator,
designed to filter out topic-specific knowledge
that is suitable for generating questions.

Experiments show that existing VQG mod-
els perform poorly in cross-topic conditions.
Meanwhile, our proposed model achieves
state-of-the-art results in most of the topics
as well as in the overall evaluation.

2. Related Work

2.1. Visual Question Generation

Visual question generation (VQG) can be di-
vided into two categories: unconstrained VQG
and constrained VQG. Unconstrained VQG gen-
erates questions based solely on the input image
(Mostafazadeh et al., 2016; Bi et al., 2022), with-
out any additional constraints. On the other hand,
constrained VQG incorporates constraints such as
answers(Krishna et al., 2019; Xie et al., 2021; Xu
et al., 2021; Chen et al., 2021) to control the model
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and generate more specific and accurate questions.
Specifically, Krishna et al. (2019) propose to use
the answer as a constraint to generate questions
related to the image and the given answer. Xie et al.
(2021) utilizes a graph network to identify all key ob-
jects related to the answer. Xu et al. (2021) propose
to use the innovative radial graph convolutional net-
works to quickly identify the central regions in im-
ages related to the answer. Bi et al. (2022) propose
a method to generate questions with controllable
difficulty by building a core scene graph and us-
ing path searching with multi-hop inference. Xie
et al. (2022) introduced external knowledge to gen-
erate knowledge-related visual questions. Fan et al.
(2018) propose using question types as a guide
to generate diverse questions. Vedd et al. (2022)
propose using answer categories as constraints to
generate questions. Chen et al. (2023) introduce
a causal perspective and leverage external knowl-
edge to mitigate spurious correlations, demonstrat-
ing superior performance over existing methods on
VQA v2.0 and OKVQA datasets.

2.2. Cross-Domain Learning

Cross-domain learning refers to a problem setting
in machine learning where the model is evaluated
on generating content for a domain that was not
included in the training dataset (Chao et al., 2018).
This approach aims to address the issue of lim-
ited data availability by enabling models to learn
from previously unseen domains, receiving signif-
icant attention from researchers in recent years
(Zhang et al., 2021). Over the past few years,
numerous advances have been proposed in the
field of cross-domain learning (Chen et al., 2022;
Ding et al., 2022; Huang et al., 2022; Jain et al.,
2022; Gera et al., 2022; Fang et al., 2022). Zheng
et al. (2021) propose the cross-domain instance
segmentation task, which can perform instance
segmentation in fields like medical imaging with-
out field-related training data. Esmaeilpour et al.
(2022) utilize the pre-trained CLIP model to solve
the cross-domain out-of-distribution detection prob-
lem. Tewel et al. (2022) propose combining the
visual-semantic model with a large language model
to generate image captions in the cross-domain
case. Tian et al. (2022) propose a Transformer-
based approach to solve the cross-domain sketch-
based image retrieval task.

To the best of our knowledge, we are the first to
explore cross-topic scenarios for question genera-
tion in the VQG task.

3. Methodology

In this CTL-VQG task, we first classify the ques-
tions into IV different topics T' = {¢1, t2, ..., tN }, €.9-,

sports, color, etc. For a given image I, answer A,
question type w; € {wi,ws,...,wn} (€.9. what,
when, how, etc.), and a question topic ¢; € T, our
objective is to enable the model to generate ques-
tions specific to the unseen topic ¢;, while using the
other topics T" = {tx|k # i} data for training. Our
model mainly focuses on capturing content related
to the unseen topic ¢; in I, while maintaining struc-
tural information corresponding to w;. Specifically,
the overall framework of our model is shown in Fig.
3, which consists of three components: (i) image-
topic feature extractor, which is used to extract topic-
related intuitive visual features for a given image; (ii)
image-topic knowledge extractor, which is utilized
for the extraction of topic-related implicit knowledge
from large language models (LLMSs); (iii) topic and
type-guided question decoder, which is used to
generate questions based on topic-related informa-
tion (i.e., topic-related intuitive visual features and
topic-related implicit knowledge) and question type.

3.1.

The IT-FE is employed to identify topic-related intu-
itive visual content that exhibits semantic relevance
to the topics portrayed in the image. For instance,
for a question with sport topic such as “What sport
is the man doing?”, the model needs to focus on
sport-related visual regions (e.g., basketball) in the
image. The module comprises three components:
the visual encoder, the text encoder, and the at-
tention module. Specifically, the visual encoder
extracts image features, the text encoder extracts
textual topic features, and the attention module en-
ables the model to prioritize topic-related intuitive
visual regions.

Visual Encoder: The visual encoder is utilized
to extract the features of the image. To acquire
visual features that align semantically with the topic
features, we utilize a pre-trained CLIP ViT-B/16
visual encoder to encode the image. Specifically,
the image is resized to 224 x 224 first and divided
into P = 14 x 14 = 196 patches with the size of
16 x 16. Each patch obtains a visual feature v,
by the CLIP visual encoder. Therefore, the image
features can be donated as V' = {v,,},%9.

Text Encoder: The text encoder is used to extract
the text features of the input topic. To acquire word-
level features of the question topic that align se-
mantically with the visual features, we employ the
pre-trained CLIP text encoder. This model, charac-
terized by a multi-level transformer structure, en-
codes the word embeddings of the question topic
t; into a 768-dimensional vector ¢;. To ensure that
the extracted visual features and text features of
the topic are in the same vector space, the pre-
trained CLIP visual encoder and text encoder are
kept frozen during training phases.

Attention Module: The attention module operates

Image-Topic Feature Extractor
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Figure 3: Overview of our KC-VQG model. It contains three components: (i) image-topic feature extractor,
(i) image-topic knowledge extractor, (iii) topic and type-guided question decoder.

by focusing on the extracted visual features and
topic features to derive topic-related visual features.
Given that these features are aligned within the
same vector space, the attention module can cap-
ture image regions related to the topic even in cross-
topic scenarios. Specifically, we employ the ques-
tion topic embedding e;, to weigh the visual features
V, resulting in topic-related visual feature r;. We
splice e; and v, and input them to the multi-layer
perceptron (MLP) model to compute the weights of
the p-th visual feature w:

w; = MLP(e; ® vp), (1)
where @ is the concatenation operation. Next, we
use the attention scores w' = (wi,w}, ..., wk) as
weights to perform a weighted summation on the
visual features V' = (v1,v9,...,vp), to obtain the
topic-related visual feature r;:

P
T = Z wli)vp, 2)
p=1

where v,, denotes the p-th visual feature.

To acquire the visual fusion feature related to the
topic, we concatenate the topic-related visual fea-
ture r; with the image features V = (vy, v, ..., vp)
to obtain the fusion image feature, denoted as f;:

Ji=Var. (3)

3.2. Image-Topic Knowledge Extractor

Given that certain topic-related information cannot
be directly obtained from the intuitive visual infor-
mation in images, such as the relationship between
the object “lamp” and the topic “function”, the IT-
KE Module is employed to uncover implicit seman-
tic knowledge related to topics. The module com-
prises two components: the knowledge generator
and the knowledge discriminator. To be precise,
the knowledge generator is employed to generate
implicit knowledge pertinent to the topic, resulting
in multiple candidate knowledge entries. Subse-
quently, the knowledge discriminator assesses and
scores each knowledge candidate, facilitating the
selection of the most appropriate knowledge for
generating questions.

Knowledge Generator: The GPT-3.5 model exclu-
sively accommodates textual input, so it becomes
necessary to transform image input into a textual
format. To this end, we employ the pre-trained
BLIP-2 model to generate the image caption C,
and the pre-trained faster-rcnn model to extract the
36 most prominent objects O in the image. We en-
code the image caption C, the objects O, and the
topic t; into prompts [C, O, ;] as input to GPT-3.5
to generate B different image-related topic knowl-
edge candidates, denoted as K = {k1, k2, ..., kp},
for each image-topic pair. The detail of the specific
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prompt content is shown in Fig. 3.

Knowledge Discriminator: Given the presence
of redundant knowledge within the knowledge ex-
tracted from GPT-3.5, we introduce a knowledge
discriminator to select the most appropriate knowl-
edge for generating questions. Recognizing that
certain questions do not require the utilization of
knowledge, i.e., "What color is the woman’s shirt?",
we include a B+ 1 knowledge option labeled as "no
knowledge," denoted as k. Both the knowledge
extractor outputs K and the "no knowledge" option
kp+1 are considered within the knowledge discrimi-
nation process, denoted as K’ = {kq, ko, ..., kp41}-
The knowledge discriminator evaluates and assigns
scores to each knowledge option, ultimately select-
ing the most suitable knowledge, denoted as K, for
generating questions.

Specifically, we employ a bidirectional and auto-
regressive transformer (BART) (Lewis et al., 2020)
model to encode the ¢-th knowledge &, utilizing the
last hidden state as the knowledge feature g,. We
concatenate the knowledge feature g; with the topic-
related visual feature r; obtained from the IT-FE
module. Subsequently, we input this concatenated
feature into an MLP to calculate the score of the
t-th knowledge, denoted as s;:

st = MLP(g: @ ;). (4)
During the testing phase, we choose the knowl-

edge option with the highest score K to serve as
the input knowledge for the question decoder.

3.3. Topic and Type-Guided Question
Decoder

To leverage the exceptional capabilities of GPT
(Brown et al., 2020), we utilize it as the question
decoder. Specifically, we utilize a distilled GPT-
2 model, which was pre-trained on a large-scale
corpus of image-caption data, as our question de-
coder (Sammani et al., 2022). The question de-
coder takes four inputs: knowledge, question type,
question topic, and answer. Knowledge helps the
model generate questions related to the topic, while
question type aids in understanding the question’s
structure. The input answer and question topic are
employed to address the requirement for generat-
ing context-specific questions.

Specifically, we create the input sequence by in-
corporating information about the knowledge, ques-
tion type, topic, and answer, in the format "the
knowledge is K the question type is w; the ques-
tion topic is t; the answer is A". Then, we generate
the question @ in an auto-regressive manner, using
the beginning-of-sequence token < BOS'>, followed
by the question content, and ending with the end-
of-sequence token <EOS>. Since the generated
questions aim to be related to the fused image fea-
tures, we utilize the hidden state h; at each time

step in the GPT model as a query and the image
features f; as the key and value to calculate the
vanilla attention (Vaswani et al., 2017).

The model is trained using the cross-entropy ob-
jective to generate a sequence y = y1, Y2, -, YT
of T words as the question. The objective is to
minimize the negative log-likelihood:

T

L=—- Z log p(yely<o), (5)
o—1

where y.4 denotes the words before the §-th word.
To acquire the necessary labels for knowledge
discriminator training, during the training phase,
we provide each knowledge option, namely, K =
{k1, k2, ..., kp11}, as input to the question decoder
to generate questions. We then calculate the loss
by comparing the generated questions with the
ground truth, resulting in individual loss values, de-
notedas L = {l1,ls,...,lp+1}. We assign a positive
label to the knowledge corresponding to the small-
est loss and assign negative labels to the other
knowledge options. When updating parameters in
the training phase, we specifically select the knowl-
edge with the smallest loss for back propagation.

4. Experiment

4.1.

We conduct experiments on the TDIUC dataset
(Kafle and Kanan, 2017). Eachimage in the dataset
is accompanied by a collection of questions, each
with corresponding topics and answer tags. We
preprocess the dataset by eliminating duplicated
questions. Additionally, we removed questions cat-
egorized as "absurd", indicating that they cannot be
answered based on the content in the image. We
conduct experiments using the dataset consisting
of 11 topics and 15,814 questions. In each cross-
topic scenario, we allocated all the data from the
target topic to the test set, while including data from
other topics in the training set. Subsequently, we
further divided the training set into a training subset
and a validation subset, maintaining an 8:2 ratio.

Dataset

4.2. Evaluation Metrics

Automatic Evaluation Metrics. To evaluate the
effectiveness of our model, we employed several
widely used (Krishna et al., 2019; Xu et al., 2021)
evaluation metrics, including BLEU (Papineni et al.,
2002), METEOR (Denkowski and Lavie, 2014),
ROUGE-L (Lin, 2004), CIDEr (Vedantam et al.,
2015), and BERT-score (Zhang et al., 2020) to as-
sess the quality of the generated questions.
Specifically, BLEU-4 and ROUGE-L metrics pri-
marily focus on word-level coverage between gen-
erated questions and references. In contrast, the
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Meteor metric considers the accuracy and recall
based on the entire corpus, sentence fluency, and
synonymy, making it more comprehensive than the
BLEU metric. Additionally, the CIDEr metric as-
sesses whether generated questions contain key
information and has shown a stronger correlation
with human assessments. The BertScore metric is
used to evaluate the semantic similarity between
the generated questions and references.
Human Evaluation Criteria. Automatic evaluation
metrics have a limitation in that they can only be
compared to ground truth questions. However, con-
sidering the diversity of reasonable questions, the
comparison results with ground truth questions may
not fully represent the quality of generated ques-
tions. Therefore, we utilize human evaluation as an
additional assessment to overcome this limitation.
The following criteria are used for human eval-
uation: Fluency (Flu) is used to evaluate the co-
herence, fluency, syntax, and grammar of the gen-
erated questions. Image relevance (Img_rl) is
used to evaluate whether the generated questions
are related to the image content. Answer rele-
vance (Ans_rl) is used to evaluate whether the
generated questions can be answered based on
the image content and whether they match the in-
put answers. Topic relevance (Top_rl) is used
to evaluate whether the generated questions are
related to the input topic. Each criterion will be as-
sessed on a scale ranging from 0 to 5, with higher
scores indicating a closer alignment of the gener-
ated questions with the criteria.

4.3. Baselines and Ablation Models

To evaluate the effectiveness of our framework, we
conducted a comparative experiment against the
following baseline models, which fall into four cate-
gories: seq2seq-based, GCN-based, transformer-
based, and knowledge-based models:

IMVQG (Krishna et al., 2019) utilizes CNN and
LSTM models to generate a wider range of goal-
oriented questions by maximizing the mutual infor-
mation between the input answers and the gener-
ated questions.

VQG-GCN (Xu et al., 2021) apply GCN model
for the VQG task. It is an answer-centric approach,
which effectively models the associations between
the answer and its relevant image regions.

MOAG (Xie et al., 2021) enhances question gen-
eration by incorporating a GCN to capture rela-
tionships between essential objects and unrelated
objects within the image. This model enables the
generation of questions that incorporate more vi-
sual context.

ClipCap (Mokady et al., 2021) is an advanced
image captioning model. In this experiment, we
trained it using questions and evaluated its output
as a baseline. ClipCap uses CLIP as its visual

encoder, the GPT-2 model as its text decoder, and
a transformer-based mapping network to map text-
to-image vectors into text space.

KB-VQG (Xie et al., 2022) is a knowledge-
based model that generates questions containing
knowledge by retrieving knowledge in ConceptNet
(Speer et al., 2017).

GPT-3.5 (OpenAl, 2023) uses the input directly
from the knowledge extractor, including image cap-
tion, objects, and topic, we employ the GPT-3.5-
turbo model to generate questions directly.

The existing models have not considered gener-
ating questions specifically tailored for cross-topic
scenarios, leading to a limitation in producing high-
quality questions in such contexts.

To ensure the fairness of the experiment, we
concatenated the question type, question topic, and
answer to form the input of the baseline model. This
was done to ensure that the content of each model
input was consistent across the experiments.

Moreover, to evaluate the effectiveness of our
proposed module, we conducted the following ab-
lation experiments:

KC-VQG w/o KD: The KC-VQG model generates
questions without utilizing the knowledge discrimi-
nator to determine the most suitable knowledge for
question formulation. During the testing phase, ran-
dom knowledge is chosen as input for the decoder
to generate questions.

KC-VQG w/o TA: The KC-VQG model generates
questions by excluding topic-related visual feature
r; from the fusion image features f;. The original
image features V' are inputted into the GPT model
to calculate the vanilla attention.

4.4. Experiment Details

We implement our model by using the pytorch
framework and train the model with a single
GTX2080 Ti GPU. We utilize a CLIP model with a
ViT-B/16 Transformer architecture, which was pre-
trained on publicly available image-caption data,
as our visual encoder (Radford et al., 2021). The
distilled GPT-2 model we utilize was pre-trained on
a large-scale corpus of image-caption pairs (Sam-
mani et al., 2022). The hyper-parameters of our
model are described as follows. We set the number
of knowledge generated by knowledge generator
B to 5. We set the hidden size of the 2-layer MLP
in the text encoder to 512 and the hidden size of
the 2-layer MLP in the attention module to 256. We
train the model for up to 5 epochs using an Adamax
optimizer (Kingma and Ba, 2015). We set the batch
size to 128 and the learning rate to 2 x 107°.
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Topic \ Model | BLEU-3 | BLEU-4 | METEOR | ROUGE, | CIDEr | BertScore

IMVQG (Krishna et al., 2019) 16.55 6.72 18.06 43.76 28.54 86.00

VQG-GCN (Xu et al., 2021) 1.25 0.00 11.12 27.13 5.10 85.79

MOAG (Xie et al., 2021) 6.70 0.00 14.13 51.08 4.85 86.34

o i ClipCap (Mokady et al., 2021) 8.27 4.99 15.98 32.30 16.41 85.87
activity recognition -

KB-VQG (Xie et al., 2022) 15.63 6.43 16.75 41.74 41.25 86.76

GPT-3.5 (OpenAl, 2023) 7.02 5.47 10.32 32.16 86.70 91.35

KC-VQG w/o KD 12.36 9.36 12.37 39.27 53.07 88.51

KC-VQG w/o TA 17.79 11.40 15.57 48.50 34.41 88.72

KC-VQG(Ours) 27.65 17.24 20.90 53.93 50.45 92.33

IMVQG (Krishna et al., 2019) 8.11 2.41 11.78 34.80 1.96 85.15

VQG-GCN (Xu et al., 2021) 1.60 0.00 11.86 28.90 2.35 87.81

MOAG (Xie et al., 2021) 17.66 4.39 11.94 47.67 3.63 82.39

attribute ClipCap (Mokady et al., 2021) 9.21 3.58 13.35 32.25 9.56 84.48

KB-VQG (Xie et al., 2022) 10.04 0.00 12.05 33.67 7.82 85.77

GPT-3.5 (OpenAl, 2023) 5.74 2.26 9.57 30.80 21.49 87.78

KC-VQG w/o KD 18.49 11.53 15.84 48.30 57.39 88.41

KC-VQG w/o TA 18.19 11.24 15.20 50.99 48.03 88.99

KC-VQG(Ours) 26.92 16.63 17.19 51.82 72.44 89.89

IMVQG (Krishna et al., 2019) 10.61 0.00 12.48 47.06 6.23 86.87

VQG-GCN (Xu et al., 2021) 2.88 0.92 11.16 28.73 4.82 87.84

MOAG (Xie et al., 2021) 4415 36.19 26.56 62.55 6.51 88.57

color ClipCap (Mokady et al., 2021) 13.80 9.74 20.43 38.43 10.06 85.76

KB-VQG (Xie et al., 2022) 9.99 0.00 12.86 46.73 17.51 87.16

GPT-3.5 (OpenAl, 2023) 6.63 4.59 13.10 33.83 34.85 90.90

KC-VQG w/o KD 41.83 34.59 30.22 62.70 7217 91.22

KC-VQG w/o TA 43.49 36.10 31.10 65.10 110.21 92.61

KC-VQG(Ours) 44.53 37.24 30.62 64.32 93.79 91.62

IMVQG (Krishna et al., 2019) 0.00 0.00 3.82 5.31 5.44 84.48

VQG-GCN (Xu et al., 2021) 5.03 1.01 7.22 10.18 9.98 87.32

MOAG (Xie et al., 2021) 0.00 0.00 4.54 4.28 2.00 79.96

counting ClipCap (Mokady et al., 2021) 6.16 3.73 17.25 24.47 9.73 85.02

KB-VQG (Xie et al., 2022) 0.72 0.30 4.10 5.59 4.28 82.66

GPT-3.5 (OpenAl, 2023) 13.37 9.40 19.64 40.81 65.07 92.41

KC-VQG w/o KD 35.10 28.01 33.10 59.07 197.79 93.35

KC-VQG w/o TA 31.25 25.73 29.20 50.41 174.96 92.34

KC-VQG(Ours) 37.33 30.74 33.97 59.21 208.59 93.63

IMVQG (Krishna et al., 2019) 0.98 0.00 11.26 48.82 4.35 84.25

VQG-GCN (Xu et al., 2021) 1.60 0.00 10.29 29.24 0.75 85.81

MOAG (Xie et al., 2021) 0.00 0.00 10.70 45.05 4.56 79.12

) " ClipCap (Mokady et al., 2021) 6.36 1.75 13.59 32.92 2.09 83.75
object recognition -

KB-VQG (Xie et al., 2022) 1.53 0.00 10.77 41.52 9.76 84.90

GPT-3.5 (OpenAl, 2023) 2.20 0.87 8.82 27.90 3.38 88.80

KC-VQG w/o KD 6.78 3.06 11.81 46.58 9.38 85.39

KC-VQG w/o TA 6.12 1.48 12.25 47.33 2.68 85.82

KC-VQG(Ours) 23.88 16.29 19.28 57.94 63.20 89.41

Table 1: Main automatic metrics results of baselines and our model. Bold: the maximum value in the

column for each section.

4.5. Results and Analysis
4.5.1. Automatic Evaluation Result

We conducted experiments on both the original
sampled TDIUC dataset and cross-topic scenar-
ios for all 11 question topics conducted using the
same dataset. Table 1 presents a portion of the re-

sults of the automated evaluation. In particular, we
choose five cross-topic scenarios with a relatively
substantial volume of test data to illustrate. Table
2 presents the automatic evaluation results of the
non-cross-topic scenario. We find that:

(i) The experimental results reveal that the per-
formance of all models is significantly lower in the
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Model BLEU-4 | METEOR | BertScore
IMVQG 39.56 36.50 94.49
VQG-GCN 25.11 34.48 94.90
MOAG 19.66 31.56 88.34
ClipCap 33.61 32.20 92.68
KB-VQG 39.90 35.49 94.71
GPT-3.5 3.81 11.64 90.04
KC-VQG w/o KD 46.34 39.14 95.99
KC-VQG w/o TA 47.82 39.06 96.31
KC-VQG(Ours) 46.85 39.20 95.72

Table 2: The automatic evaluation result of non-
cross-topic scenario. Bold: the maximum value in
the column.

Model ‘ Flu ‘ Img_rl ‘ Ans_rl ‘ Top_rl
IMVQG 0.39 0.35 0.46 0.38
VQG-GCN | 2.58 0.48 0.23 0.64
ClipCap 1.89 1.76 1.20 2.02
MOAG 1.25 0.89 0.35 1.01
KB-VQG 0.93 1.88 0.72 2.13
GPT-3.5 4.22 2.33 3.84 3.25
KC-VvQG 3.84 | 3.12 2.44 3.38

Table 3: The human evaluation results in all cross-
topic learning scenarios. Bold: the maximum value
in the column.

cross-topic learning scenario compared to the non-
cross-topic scenario. This demonstrates the chal-
lenging nature of our proposed CTL-VQG task. The
KC-VQG model we introduced exhibits the least re-
duction in effectiveness in cross-topic scenarios.
To be specific, in the non-cross-topic scenario, the
KC-VQG model achieves a BLEU-4 score of 46.85,
as indicated in Table 2. However, in the attribute
cross-topic scenario, the BLEU-4 score drops to
16.63 (a relative decrease of 64.50% from 46.85
to 16.63). This contrasts with other baseline mod-
els, which experience a decrease of over 80% in
attribute cross-topic learning scenarios.

(ii) Our model achieves the best results for all
metrics in all cross-topic learning scenarios. Specif-
ically, our proposed KC-VQG model achieves a
BLEU-4 score of 17.24 in activity cross-topic learn-
ing scenarios, representing a significant improve-
ment over the best-performed baseline models
IMVQG (6.72) by 10.52 points. This demonstrates
the capability of our proposed model to capture
topic-related content, i.e., topic-related intuitive vi-
sual features and topic-related implicit knowledge.

(iii) The experimental results of the KC-VQG w/o

Model model_cost | api_cost total

IMVQG 38.36 - 38.36
VQG-GCN 228.81 - 228.81
ClipCap 532.89 - 532.89
MOAG 4.72 - 4.72

KB-VQG 716.28 - 716.28
KC-VQG 115.33 126.92 242.25

Table 4: The inference speed evaluation results
(seconds/1000 questions). The api_cost column
in the table indicates the time taken by our KC-
VQG model in the Knowledge Generator module
to generate knowledge. Bold: the minimum value
in the column.

KD model and KC-VQG w/o TA model are inferior
to those of our proposed KC-VQG model. This ob-
servation highlights the effectiveness of our model
in accurately selecting knowledge, facilitated by the
knowledge discriminator module, and the efficiency
of our proposed IT-FE in extracting topic-related
visual features for question generation.

(iv) The GPT-3.5 can generate suitable questions
but differs from the ground truth, resulting in a lower
score according to automatic evaluation metrics.

4.5.2. Human Evaluation Result

Following the research of (Xie et al., 2021), we ran-
domly selected 200 questions generated from all
cross-topic scenarios for human evaluation. We
recruited 5 highly educated volunteers from a col-
lege setting to individually rate all samples. To
validate the reliability of the human evaluations, we
employed Fleiss Kappa Coefficients (Vieira et al.,
2010) to measure both score consistency (with an
average of >0.2) and score ranking consistency
(with an average of »0.3). These findings indicate
the credibility of our human evaluation results.

The results of the human evaluation are pre-
sented in Table 3. With the exception of the GPT-
3.5 model, the human evaluation results closely
align with the automatic evaluation results, show-
casing the significant superiority of our model over
other baseline models. Our model outperforms
the GPT-3.5 model in both topic relevance and im-
age relevance metrics. This demonstrates that the
KC-VQG model we introduced excels at capturing
topic-related content more effectively. Although it
falls short compared to GPT-3.5 in terms of fluency
and answer relevance metrics, our model can be
improved by adopting a more advanced decoder
(e.g., GPT-3) in the future to enhance question flu-
ency and answer relevance.
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Generated Knowledge:

protect the eyes from sunlight.

2. Trees are living organisms that provide
shade, oxygen, and habitats for animals.
3. A vest is a sleeveless garment that ... .
4. A face is the front part of a person's
head where ... .

§ 5. Atie is a long, thin piece of fabric that

as a decorative accessory.
6.No Knowledge

Topic: attribute

1. Glasses can be used to correct vision or| [l

is worn around the neck in a knot, usually| &

Generated Knowledge:

L | 1. There is one girl in the image.

i 2. The girl is wearing glasses.

F'i 3. There is one tree in the background.
4. The girl is wearing one pink dress.
5. The girl is playing with one frisbee.
6. No Knowledge

Topic: counting

Generated Questions:

KC-VQG (ours): What material is the tie shown in the picture? «

IMVQG : What is to man doing doing the?

VQG-GCN  : What is the man doing?

CLIPCap : What is he wearing what is he doing at the office?
MOAG : what is behind behind the?

KB-VQG : How is the man doing doing the?

Ground Truth: What is the vest made of?

Generated Questions:

KC-VQG (ours): How many cars are in the photo?

IMVQG : What is is is the?

VQG-GCN  : What are the people doing?

CLIPCap : How is her wearing around her neck most important?
MOAG : What is the the the?

KB-VQG : What is is is the any?

Ground Truth: How many cars are there?

(a)

(b)

Figure 4: Case study of generated questions by our model and baseline models. The knowledge high-
lighted in red in the figure represents the most suitable knowledge chosen by the knowledge discriminator.

4.5.3. Inference Speed Evaluation

In order to compare the inference speed of our pro-
posed KC-VQG model with various baseline models
in generating questions, we conduct experiments
on 1000 test samples for each model in the same
experimental environment with a single GTX2080
Ti GPU. The results of the model efficiency evalua-
tion are presented in Table 4.

The experiment shows that our model exhibits
faster generation times than the KB-VQG and Clip-
Cap models, slower generation times than the
IMVQG and MOAG models, and comparable gen-
eration times to the VQG-GCN model. While our
model lag behind the simple and straightforward
IMVQG and MOAG models in inference speed, it
significantly outperforms them in generating ques-
tions of superior quality in cross-topic scenarios.

4.6. Case Study

Fig. 4 shows several examples of the generated
question by our KC-VQG model and baseline mod-
els. As depicted in Figure 4 (a) and (b), it is evident
that the outcomes produced by all baseline models
exhibit a weak correlation with the topic. This defi-
ciency arises due to the baseline model’s inability
to establish a meaningful connection between the
unseen topic and the image, further compounded
by the absence of topic-related knowledge as sup-
plementary input. In contrast, our model, equipped
with the IT-KE and the IT-FE module, addresses
this limitation effectively. As shown in Fig. 4 (a) and
(b), our proposed KC-VQG model demonstrates the
capability to select relevant knowledge based on
the input topic and produce coherent, topic-related
questions within cross-topic scenarios.

5. Conclusion

In this paper, we introduce a new task, i.e., the
cross-topic learning visual question generation
(CTL-VQGQG) task. This task aims to generate ques-
tions that are learned within a limited number of
labeled topics and effectively extends to those un-
labeled topics. To solve this CTL-VQG task, we
propose to capture content related to a new topic
without annotation while maintaining structural in-
formation. We propose an image-topic feature ex-
tractor to extract topic-related intuitive visual fea-
tures for a given image. We propose an image-
topic knowledge extractor to extract and select the
most appropriate topic-related implicit knowledge
for generating questions from large language mod-
els (LLMs). We propose a topic and type-guided
question decoder to generate questions based on
topic-related information and question type. Ex-
perimental results demonstrate that our proposed
model outperforms other baselines on all cross-
topic learning scenarios, which achieves state-of-
the-art performance on this CTL-VQG task.
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