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Abstract
Dialogue-based relation extraction (DRE) aims to determine the semantic relation of a given pair of arguments from a
piece of dialogue, which has received increasing attention. Due to the low information density of dialogue text, it is
difficult for the model to focus on key information. To this end, in this paper, we propose a Knowledge-Enhanced
Prompt-Tuning (KEPT) method to effectively enhance DRE model by exploiting trigger and label semantic.
Specifically, we propose two beneficial tasks, masked trigger prediction, and verbalizer representation learning,
to effectively inject trigger knowledge and label semantic knowledge respectively. Furthermore, we convert the
DRE task to a masked language modeling task to unify the format of knowledge injection and utilization, aiming to
better promote DRE performance. Experimental results on the DialogRE dataset show that our KEPT achieves
state-of-the-art performance in F1 and F1c scores. Detailed analyses demonstrate the effectiveness and efficiency of
our proposed approach. Code is available at https://github.com/blackbookay/KEPT.
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1. Introduction

Relation extraction (RE) has been proposed to iden-
tify relation facts between two arguments from un-
structured text, which plays a crucial role in a range
of knowledge-driven applications, such as knowl-
edge graph construction (Ji et al., 2022) and task-
oriented dialogue system (Smirnova and Cudré-
Mauroux, 2018). In recent years, a variety of deep
models have been proposed to discover relational
facts in a single sentence and achieve notable per-
formance (Jiang et al., 2020). However, sentence-
level RE is limited in reality by an unavoidable lim-
itation: an enormous proportion of relation triples
are presented across multiple sentences (Yao et al.,
2019). Therefore, some works explore document-
level relation extraction, which aims to identify re-
lational facts within a document (Yao et al., 2019;
Zeng et al., 2020a; Zhou et al., 2021).

Recently, dialogue-level relation extraction (Yu
et al., 2020) (DRE) has been proposed and attract-
ing increasing attention in the area of information ex-
traction, which aims to identify relation facts within
a multi-turn dialogue. Compared to document-level
RE, dialogue-based relation extraction is more chal-
lenging due to low information density (Wang and
Liu, 2011) and majority colloquialism (Bai et al.,
2021). Table 1 shows an example of DRE, which
includes eleven turns of utterances by two speak-
ers and several arguments, however, only several
words in the dialogue are important to relation iden-
tification. The aforementioned words are called
triggers, which give informative cues to relation ex-
traction. For example, the trigger "mad at" indicates
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Dialogue
S1: Hey Phoebe.
S2: At least I care about his feelings!
S1: I’m just mad at my agent.
S2: Estelle? Why?
S1: There’s a part in a TV movie that I would be

perfect for and I didn’t even be put up for it!
She’d better have a good reason.

S2: I’m guessing she does.
S1: Well. I’m wanna hear it, because she keeps

doing this.
S2: Well, no, no, wait, wait, wait. All right, I gotta

go. Just listen. Promise me, that you will wait
a minute before you call her.

S1: Ok. Why?
S2: Because a promise between friends means

never having to give a reason.
S1: I love that saying!
Arguments Trigger Relation
(Estelle, agent) - per:title
(Estelle, S1) agent per:client
(S1, Estelle) mad at per:negative_impression
(S1, S2) friends per:friends
(S2, S1) friends per:friends

Table 1: An example of dialogue relation extrac-
tion. S1 and S2 are anonymized speakers of each
utterance. Triggers are crucial clues of relations
annotated in DialogRE.

S1 has a negative impression of Estelle.
Therefore, some studies try to enhance DRE

models by trigger annotated in the train set, which
gives crucial cues for relation recognition. Zhao
et al. (2021) proposed a trigger words prediction
as a sequence labeling task. Lin et al. (2022) and
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An et al. (2023) trained a trigger span extractor to
detect the trigger and fuse it with dialogue context
feature to enhance final relation extraction. Son
et al. (2022) predicted trigger among the prompted
dialogue sequence and append it to the input of
the answer mapping module.

To conclude, these approaches adopt a pipeline-
based manner to introduce trigger knowledge.
They first use a trigger extraction module to identify
the existence and the location of the trigger in the
dialogue text, then fuse the trigger with dialogue
context features, and finally feed the fused trigger
features to the relation classifier.

However, current trigger-enhanced pipeline ap-
proaches (Lin et al., 2022; An et al., 2023; Son
et al., 2022) have inevitable limitations in practice.
Specifically, There are two limitations to these ap-
proaches. Firstly, such approaches do not guar-
antee complete accuracy in trigger recognition, as
erroneous triggers mixed with contextual features
can generate noise and lead to error accumulation.
This can introduce noise in the final relation extrac-
tion task, resulting in limited improvement in the
performance. Secondly, these methods require an
additional module for extracting triggers to antici-
pate the trigger span within the dialogue text during
the inference phase. This results in lower overall
model inference efficiency, making it challenging to
employ in real-world relation extraction applications
due to resource and time limitations.

Recently, prompt tuning has achieved significant
success. It is successful for two main reasons,
reducing the gap between pre-trained language
model (PLM) pre-training tasks and downstream
tasks (Liu et al., 2023b) and making full use of label
semantic knowledge (Liu et al., 2023a). Inspired by
these points, we propose a Knowledge-enhanced
Prompt tuning (KEPT) DRE to avoid the issues
mentioned above and exploit triggers effectively.
To be specific, we propose a masked trigger pre-
diction task that injects trigger knowledge into the
DRE model during the training stage, which nat-
urally avoids the slow inference issue and error
accumulation issue. Furthermore, we also propose
an auxiliary task to utilize label semantic knowl-
edge. For relation extraction, we redefine it as a
masked language modeling task to mitigate the gap
between relation classification, pre-training, and the
aforementioned knowledge injection tasks. By this
way, our KEPT is able to incorporate knowledge
and utilize knowledge of the PLM effectively and
efficiently for dialogue relation extraction.

In summary, our contributions are as follows:

• We propose a novel method, the Knowledge-
Enhanced Prompt-tuning (KEPT) method,
which constructs an effective and efficient
framework to better tackle the low information
density problem with trigger and label seman-

tic knowledge for DRE.

• We introduce a masked trigger prediction task
to inject trigger knowledge into the DRE model
without any extra module.

• We introduce a verbalizer representation learn-
ing task to enhance the DRE model with label
semantic knowledge.

We evaluate KEPT on the public DialogRE
dataset. It significantly outperforms the previous
state-of-the-art model by 6.4 F1 score.

2. Related Works

DRE models are classified into two categories:
sequence-based and graph-based models.

Sequence-based models encode dialogue as a
long sequence using PLMs and then use complex
mechanisms like attention and gate mechanisms to
extract crucial information. (Yu et al., 2020) modify
the BERT model to include dialogue-specific tokens.
(Xue et al., 2022) propose a simple and efficient
relation refinement mechanism that achieves good
results. (Han et al., 2022) uses multiple [MASK]
tokens for each entity and the relation with logical
rules by combining the subject and object. Know-
Prompt (Chen et al., 2022) inject latent knowledge
contained in relation labels into prompt construction
with learnable virtual type words and answer words.
These models concatenate all utterances in multi-
turn dialogues but do not consider dialogue-specific
characteristics.

Graph-based models create a graph by linking
nodes in various ways. Nodes in a graph rep-
resent tokens, utterances, or arguments in the
given dialogue context. Nan et al. (2020) cre-
ate meta-dependence routes between argument
pairs and aggregate word representations to im-
prove the model’s reasoning capacity. Xue et al.
(2021) suggest creating a latent multi-view graph
to identify potential links between tokens. Lee and
Choi (2021) suggest a heterogeneous conversa-
tion graph to model interaction between nodes (e.g.,
speakers, utterances, arguments) and proposes a
GCN method with contextualized representations
of turns.

However, DRE suffers from the low-density is-
sue (Wang and Liu, 2011). Recently, a series
of trigger-enhanced models have been further ex-
plored to solve this, which use triggers as additional
information to enhance DRE models. Among them,
TREND (Lin et al., 2022) and TLAG (An et al., 2023)
use explicit trigger extractors to leverage the trig-
ger information. GRASP (Son et al., 2022) predict
triggers in the prompted dialogue sequence and
append it to the input of the answer mapping mod-
ule.
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[CLS] Do you know Darcy married Elizabeth.[SEP]

𝑇1 Darcy 𝑇2 [MASK] 𝑇3 Elizabeth 𝑇4 [SEP]

per:spouse
per:girl/boyfriend
…

[CLS] Do you know Darcy [MASK] Elizabeth.[SEP]
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Figure 1: The overall architecture of proposed KEPT. It consists of three tasks, i.e., relation extraction,
masked trigger prediction, and verbalizer representation learning. The latter two are calculated only during
training.

3. Method

This section introduces the details of our KEPT
which reformulates the DRE task as a cloze task
and designs two beneficial auxiliary tasks. The
overview of KEPT is shown in Figure 1. First, we de-
scribe the relation extraction task based on prompt-
tuning in Section 3.2. Then, section 3.3 introduces
the masked trigger prediction task that injects trig-
ger knowledge into the model. Section 3.4 presents
the verbalizer representation learning task that en-
hances the model with label semantic knowledge.
Finally, section 3.5 introduces the training objective.

3.1. Problem Formulation
Given a dialogue D = s1 : u1, s2 : u2, ..., sn : un

with an argument pair a = (a1, a2), where si and
ui denote the speaker ID and the ith turn of the
dialogue, and n is the total number of turns, the
goal of dialogue-based relation extraction (DRE)
is to identify the relation type r between the given
argument pair from a predefined relation set R.

3.2. Prompt-tuning-based Relation
Extraction

In order to enable the relation classifier to fully ex-
ploit the pre-trained knowledge of the PLM and trig-
ger knowledge obtained by masked trigger predic-
tion, we adopt a prompt-tuning method and redefine
the relation extraction task as the masked language
modeling (MLM) task, which is the pre-training task
format of PLM, thus improve the performance on
dialogue relation extraction.

Given the input X = {D, a1, a2}, we first adopt
the speaker-aware method of BERTs (Yu et al.,
2020) to construct D̂ = {ŝ1 : u1, ŝ2 : u2, ..., ŝn : un},

where ŝi is:

ŝi =


[S1], if si = a1

[S2], if si = a2

si, otherwise
(1)

where [S1] and [S2] are two newly-defined tokens.
âk(k ∈ {1, 2}) is defined as [Sk] if ∃i(si = ak), and
ak otherwise. Then we construct a template Z for
the input:

Z = [T1]a1[T2][MASK][T3]a2[T4], (2)

where [T1], [T2], [T3] and [T4] are trainable prompt
token. We concatenate the input Z and the tem-
plate to obtain the final input X1:

X1 =[CLS]D̂[SEP ][T1]â1[T2]

[MASK][T3]â2[T4][SEP ]
(3)

Feed X1 to the PLM, we can predict the relation
by the probability distribution of [MASK]:

p(ri | X1) = softmax(p([MASK] = Vi)) (4)

where Vi is the answer token of relation ri. We
compute the cross entropy LR between the pre-
dicted relation and label. Hence, the DRE task is
reformulated as an MLM task that mitigates the gap
between knowledge injection and knowledge uti-
lization. The [MASK] is inserted into X1 to predict
the label words of relation y.

3.3. Masked Trigger Prediction
In previous studies, triggers in dialogues are uti-
lized by pipeline manners, which extract triggers
and then fuse them with dialogue features (Lin
et al., 2022). However, the extraction process does



9825

PLM

S1: Hello, can you …  S2…

Trigger Span

Trigger Extraction Module

Trigger Fusion Module

S1: Hello, can      …    …  S2：…

PLM

Masked Trigger Prediction  

[MASK]

(a): Pipeline
Training and inference

(b): KEPT
Only training

(b)

error accumulation

slowdown inference

(a)

Figure 2: Illustration of the two injection methods.

not guarantee the correctness of the trigger word
and takes a long time, which decreases the per-
formance of the model and reduces the inference
efficiency. To this end, we propose a masked trigger
prediction task that incorporates trigger knowledge
into PLM effectively and efficiently during training.
As shown in Figure 2, our masked trigger predic-
tion task only involved calculation during training,
which avoids the problems of error accumulation
and slowdown inference.

The following describes the method of construct-
ing the masked trigger prediction task. Given the
training sample X = {D̂, a1, a2}, dialogue text the
argument pair are (a1, a2) if there exists a trigger of
the relation between a1 and a2 D, we replace the
trigger span [MASK]. Take the training sample in
Figure 1 as an example, the trigger is "married",
and then "married" is replaced by [MASK]. To fur-
ther enhance dialogue understanding, we randomly
mask 10% of the words in the input dialogue text
D̂ if there does not exist a trigger for this argument
pair. Processing the dialogue text D as described
above, we obtain the input X2 for this task, which
is formulated as follows:

X2 = [[CLS], DMLM , [SEP ], a1, Ytext, a2] (5)

where DMLM is the processed dialogue, Ytext is
the text of the relation label between a1 and a2.
For example, the Ytext corresponding to relation
per:friends is "person friends". Given the set of
masked words, the training objective is as Equal 6:

LM = −
M∑
i=1

log p(m = mi|θ) (6)

where i ∈ [1, 2, · · · , |V |], |V | is the size of vocab-
ulary, θ is the parameters of the PLM, M is the
number of the masked words.

In this manner, we inject trigger knowledge into
the PLM during the training stage without adding
any model parameters. Since the task format is
the same as prompt-based relation extraction, such
trigger knowledge can be effectively utilized for re-
lation extraction.

3.4. Verbalizer Representation Learning

Positive example

Negative example

Tom: Jerry, you are my best friend.
𝑇𝑇1 Tom  𝑇𝑇2 𝑇𝑇3 Jerry  𝑇𝑇4

Tom and Jerry are friends.  
𝑇𝑇1 Tom  𝑇𝑇2 𝑇𝑇3 Jerry  𝑇𝑇4

Tom: Jerry, mom told us to go home early! 
𝑇𝑇1 Tom  𝑇𝑇2 𝑇𝑇3 Jerry  𝑇𝑇4

ℒ𝑉𝑉

[MASK]

[MASK]

[MASK]

Verbalizer Representation Learning

Figure 3: Illustration of the verbalizer representa-
tion learning task. The training objective is super-
vised contrastive loss.

One reason for the recent popularity of prompt-
tuning is its ability to leverage semantic knowledge
of labels. Inspired by previous work on differen-
tiable prompt (Zhang et al., 2021), we propose a
verbalizer learning task to leverage the label se-
mantic knowledge. To be specific, we treat the
verbalizer as a differentiable token, which can be
tuned with the label semantic.

On the other hand, we also find that some re-
lations share similar semantics, e.g., "dates" ver-
sus "positive_impression", "girl/boyfriend" versus
"spouse", and "school_attended" versus "mem-
ber_of". These relation pairs are semantically diffi-
cult to distinguish. To this end, we adopt supervised
contrastive learning (Khosla et al., 2020) (SCL) to
train the verbalizer. As shown in Figure 3, SCL
pulls the verbalizer semantic distances of samples
in the same classes closer together, while those
in different classes are further apart, making the
model more discriminating for similar classes.

To construct this task, we use the label text to
initialize the [MASK] token:

Wr =
1

k

k∑
j=1

Wtj (7)

For relation per:employee_or_member_of, we use
an unused token to represent it and initialize this
token by averaging the embedding of the words in
{"person", "employee", "or", "member", "of"}.

Given the input sample X = {x1, x2, ..., xn} and
the corresponding labels y = {y1, y2, ..., yn}, the
training objective is as follows:

LV = − 1

N

N∑
i

N∑
j ̸=i

1yi=yj log
exp(hi · hj/τ)∑N
k ̸=i exp(hi · hk/τ)

,

(8)
where N is the batch size, τ > 0 is a scalar
temperature to stabilize the calculation. hi =
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PLM(MASK) denotes the MASK representation
encoded by the PLM.

By imposing supervised contrastive learning in
training, verbalizer representations belonging to the
same class are pulled together in the hidden space,
while samples from different classes are pulled
away from each other. This task enhances the
distinguishability of similar classes and promotes
performance.

3.5. Loss Function
The above three tasks are jointly trained under a
multi-task learning framework. We adopt the cross-
entropy loss for the relation extraction task. During
training, the total loss function is the weighted sum
of the three tasks:

Ltotal = λRLR + λMLM + λV LV , (9)
where λR, λM and λV are hyperparameters of
weight factor. During inference, we only calculate
the relation extraction task.

4. Experiments

4.1. Experiments Setup
4.1.1. Dataset and Metrics

We evaluate our method on DialogRE Yu et al.
(2020), a human-annotated dataset for DRE from
the transcript of the series "Friends". DialogRE has
36 relation types, 1788 dialogues, and 8119 rela-
tion facts in total. Dialogues in DialogRE contain
about 13 utterances on average, and more than
60% relation instances require cross-utterance rea-
soning. We follow the standard split of the dataset.
We calculate both the F1 and F1c(Yu et al., 2020).
F1c is computed by taking in the part of the dia-
logue as input.

4.1.2. Baseline

For a comprehensive performance evaluation, we
compared our model with the models using the
following baseline and state-of-the-art methods:

Fine-tuning methods: RoBERTa (Liu et al.,
2019) is a popular pre-trained language model.
GDPNet (Xue et al., 2021) constructs a latent
graph to capture various possible relationships.
TREND (Lin et al., 2022) and TLAG (An et al., 2023)
adopt pipeline-based method to inject trigger into
DRE. TUCORE-GCN (Lee and Choi, 2021), which
is designed according to the way people under-
stand dialogues in practice.

Prompt-tuning methods: PTR (Han et al.,
2022) and KnowPrompt (Chen et al., 2022) are
the prompt-tuning approaches without trigger assis-
tance. GRASP (Son et al., 2022) is a prompt-tuning
approach with trigger enhancement.

4.1.3. Experimental Setting

We use the pre-trained model RoBERTa-base as
our base model. The training batch size is 8 and
the learning rate is 2e-5. All optimizations are per-
formed with the AdamW (Loshchilov and Hutter,
2019) optimizer with a linear warmup of learning
rate over the first 10% of gradient updates to a max-
imum value, then linear decay over the remainder
of the training. The weights of three loss are set
as λr = 1.0, λm = 0.4, λs = 0.3. The temperature
scale is 0.07. We train the model for 30 epochs.
We use grid search to select the best hyperparam-
eters on the validation set. All experiments are
conducted on a GeForce RTX 3090 with 24 GB
memory. The experimental results for our model
are averaged over five runs.

4.2. Main Results
Table 2 shows the results of different methods on Di-
alogRE. We can observe that prompt-tuning meth-
ods outperform fine-tuning methods, suggesting
that fine-tuning-based approaches are more difficult
to exploit knowledge from PLM. Among the prompt-
tuning methods, KEPT achieves the best perfor-
mance, which surpasses the best baseline GRASP
by 4.6%/6.4% (F1/F1c) and 2.9%/3.9% (F1/F1c) in
English and Chinese, respectively. Compared to
other models that incorporate trigger knowledge,
KEPT performs the best, suggesting KEPT can suc-
cessfully inject trigger knowledge into the model
and make full use of such knowledge. KEPT
demonstrates a significantly higher performance
improvement relative to the baseline model at the
F1c metric rather than at the F1 metric, suggesting
that our KEPT method can more effectively cap-
ture argument and trigger information in practical
conversational scenarios.

4.3. Low-Resource Results
We conduct experiments in a low-resource setting
and present the results on the DialogRE-EN dataset
in Table 3. We draw the following conclusions after
analyzing the F1 metrics for four training set sizes.

1) Our KEPT outperforms all baseline methods
for three different training sizes in low-resource
scenarios, indicating that the KEPT can maintain
robustness by utilizing the knowledge in the PLM,
especially in the case of extreme lack of samples
with K=8, and it outperforms the baseline method
by 4.9%.

2) It is suggested that when data are extremely
scarce, the fine-tuning-based approaches may
have difficulty capturing the relational semantics
effectively. In contrast, the prompt-tuning-based ap-
proaches can extract the relational semantic knowl-
edge in the PLM by prompting the model.
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Method Trigger DialogRE-EN DialogRE-CN
F1 F1c F1 F1c

Fine-tuning
RoBERTa (Liu et al., 2019) w/o 62.8 58.8 62.7 58.9
GDPNet (Xue et al., 2021) w/o 64.9 60.1 62.8 59.8
TREND* (Lin et al., 2022) w 65.8* 60.4* 65.5* 60.8*
TLAG (An et al., 2023) w 66.6 60.8 67.0 61.3
TUCORE-GCN (Lee and Choi, 2021) w 68.7* 61.5* - -

Prompt-tuning
PTR (Han et al., 2022) w/o 63.2 - - -
KnowPrompt (Chen et al., 2022) w/o 68.6 - - -
GRASP (Son et al., 2022) w 69.0 61.7 69.7* 61.5*
KEPT (Ours) w 73.6 67.3 72.6 65.4

Table 2: Results on DialogRE in English and Chinese. The scores marked by “*” are based on reproduction.
The best results are bold.

Method Shot
8 16 32 Full
Fine-tuning

RoBERTa 29.8 40.8 49.7 62.8
GDPNet 28.6 42.5 50.2 64.9
TUCORE-GCN 24.6 40.0 53.8 68.7

Prompt-tuning
PTR 35.5 43.5 49.5 63.2
KnowPrompt 43.8 50.8 55.3 68.6
GRASP 45.4 52.0 56.0 69.0
KEPT 50.3 54.1 59.1 73.6

Table 3: Few-shot DRE results of F1 scores (%)
on different test sets. We use K = 8, 16, 32 (# of
examples per class). Full represents the full training
set is used. The best results are bold.

4.4. Ablation Studies

Method DialogRE-EN
F1 F1c

KEPT 73.6 67.3
VRL -w/o SCL 72.5 (-1.1) 67.0 (-0.3)

-w/o Trainable 71.0 (-2.6) 65.6 (-1.7)
MTP -w/o Trigger 71.8 (-1.8) 64.9 (-2.4)

-w/o MLM 70.8 (-2.8) 64.7 (-2.6)

Table 4: Ablation Results. Numbers in parenthe-
ses indicate performance degradation relative to
the full method.

To further analyze KEPT, we also conduct ablation
studies to illustrate the effectiveness of different
mechanisms in KEPT. We show the results of the
ablation study in Table 4.

Effect of verbalizer representation learning
task: In this setting, we first remove the supervised
contrastive loss, which is denoted as "-w/o SCL" in
Table 4, resulting in a decrease of 1.1% and 0.3%
in the F1 and F1c scores, respectively. This find-
ing demonstrates the efficacy of supervised con-
trastive learning in effectively differentiating similar
samples. Besides, we replace trainable verbalizer
tokens with hard verbalizer words (-w/o Trainable )

as shown in Table 4. The results show a significant
decrease of 2.6% F1 and 1.7% F1c compared to the
full KEPT method, indicating that soft verbalizers
possess more enriched relational semantics than
non-adjustable hard verbalizers, enabling them to
effectively circumvent bias in relation classification.

Effect of masked trigger prediction task: In
this setting, the trigger mask is first removed and
only randomly masked words are predicted, which
is shown as "-w/o Trigger Mask" in Table 4, and
the performance decreases by 1.8% and 2.4% in
F1 score and F1c score, respectively. It is proven
that trigger knowledge holds significant importance
in extracting relation from dialogue text, and our
masked trigger prediction task can utilize trigger
knowledge effectively. Interestingly, it appears that
in the dialogue scenario, the F1c metric shows a
greater decrease of 0.6% relative to the F1 value,
which can be attributed to the incomplete informa-
tion of the input text in the dialogue scenario that
only part of the dialogue is available, indicating
trigger knowledge plays an important role.

Furthermore, we remove the masked trigger pre-
diction task, as denoted by "w/o MLM" in Table 4.
The performance decreases by 1.9% in F1 and
2.6% in F1c. In comparison, when only removing
the knowledge of trigger words, the performance
decreases by 1.0% in F1 and 0.2% in F1c, suggest-
ing that masking words randomly and predicting
them facilitates the understanding of contextual se-
mantics.

4.5. Inference Efficiency
In practical applications, the inference speed is
crucial for DRE, and we conduct experiments on
this, and the results are shown in Table 5.

Except for RoBERTa, all the other models use
trigger information. When compared with the
RoBERTa, our KEPT is slightly slower. Com-
pared to fine-tuning-based methods like TREND
and TLAG, our KEPT exhibits 6.8 times faster infer-
ence speed. This is due to the fine-tuning-based
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Method T EP DialoogRE-EN
Latency (s) Speedup

RoBERTa No No 15 0.75x
TREND Yes Yes 136 6.8x
TLAG Yes Yes 136 6.8x

GRASP Yes Yes 99 4.95x
KEPT Yes No 20 1.0x

Table 5: Inference speed comparison. T denotes
trigger. EP denotes extra parameters. Latency
indicates the total time to infer the entire test set.
Speedup ratio is based on the latency of KEPT.
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Figure 4: Visualization of the [MASK] feature.

methods introducing extra modules for trigger ex-
traction during inference while KEPT does not. Our
KEPT also achieves a 4.95-fold improvement in in-
ference efficiency compared to the GRASP model
based on prompt-tuning.

In summary, our KEPT introduces trigger knowl-
edge and label semantic knowledge without adding
extra parameters and model structure. Compared
to vanilla prompt-tuning, KEPT trades some infer-
ence efficiency but dramatically improves relation
extraction performance.

5. Analysis

5.1. Masked Feature Visualization
To verify the effectiveness of the knowledge in-
jection tasks visually, we use t-SNE to map
the embeddings of the [MASK] token to two-
dimensional space. For good visualization, we
choose the four classes alternate_names, girl-
friend_boyfriend,positive_impressions, and friends,
which have the largest number of samples in the

DialogRE-EN test set, to conduct experiments. The
results are shown in Figure 4.

As illustrated in Figure 4(a), four classes with a
high degree of intra-class aggregation and signifi-
cant inter-class by KEPT. The "alternate_names",
i.e. alias, which is easily distinguishable from
the other three classes, appears in blue in the
figure and displays the highest level of aggrega-
tion. The "positive_ impressions" and the "girl-
friend/boyfriend" share similarities in natural lan-
guage semantics, represented in orange and green,
respectively, with significant overlap. However,
KEPT demonstrates that these two classes are
notably more distinguishable in the semantic space
compared to the other three cases, i.e. KEPT with-
out one auxiliary task and vanilla prompt-tuning.
These results demonstrate the proposed two tasks
effectively inject knowledge into the DRE model.

5.2. Effectiveness of Prompt-tuning

（a）FT+<s> （b）FT+<mask>

（c）PT+<s> （d）PT+<mask>

Figure 5: The attention visualization of prompt-
tuning and fine-tuning.

To validate the effectiveness of prompt-tuning,
we conduct experiments on attention score visual-
ization for prompt-tuning and fine-tuning. Consider
the sentence "A married B": the arguments are A
and B, the relation is "per:spouse", and the trigger
is "married." The results are shown in Figure 5.

Comparing Figure 5(a) and Figure 5(b), in the
fine-tuning method, <mask> is not involved during
training, it still pays much attention to the trigger
"married", since the masked language modeling
uses <mask> for training in the pre-training process,
hence in the fine-tuning stage <mask> can still re-
trieve the knowledge learned during pre-training.
On the contrary, in Figure 5(c) and Figure 5(d),
<s> is unable to focus on the trigger "married" in
prompt-tuning.

Compared to fine-tuning, prompt-tuning focuses
on more global semantic information and thus can
capture relational semantic information more ef-
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ficiently, while fine-tuning focuses more on local
contextual information.

Furthermore, based on the analysis of Figure 5(b)
and Figure 5(d), the attention scores for "married"
are higher than other words, indicating that <mask>
reflects the semantic information of the label. This
finding proves that prompt-tuning is a suitable way
to utilize trigger knowledge.

5.3. Prompt Analysis
Table 6 shows the experimental results of our KEPT
utilizing different prompts. We observe that the
hard prompt resulted in the lowest performance.
Comparing the first and second rows in the table re-
veals that performance is better with added prompts
than with hard prompts alone. This is because dif-
ferent hard prompts have varying effects. (Liu et al.,
2023b) found that there is a large performance vari-
ance between different hard prompts. It is possible
that the drop in experimental results could be due
to insufficiently effective prompts, suggesting hard
prompts rely heavily on manual design and are less
practical than soft learnable prompts.

When comparing the first and third rows, it can
be found that the F1 value of KEPT without adding
a prompt is 0.6% higher than that of the method
that only adds prompts in front of the arguments,
the reason may be that the location of the prompts
insertion has a greater impact on the performance,
(Webson and Pavlick, 2022) argued that the per-
formance of prompt-tuning depends heavily on the
memory patterns during the pre-training.

5.4. Comprehensive Comparative
analysis

Method Answer Form Labor CC EP
PTR multi-token high normal ✓

KnowPrompt single-token normal normal ✓

GRASP single-token normal high ✓

KEPT single-token small low ✗

Table 7: Comprehensive comparative statistics
between KEPT and existing prompt-based meth-
ods, including 1) Answer Form: answer form of
prompt 2) Labor: labor-intensive 3) CC: computa-
tional complexity 4) EP: extra parameters

To comprehensively compare the advantages of
each DRE method based on prompt-tuning, we
conduct qualitative comparisons in terms of answer
forms, label-intensive, computational complexity,
and extra parameters. Table 7 shows that the an-
swers of the PTR method are multiple hard-tagged
words, whose answer mapping process is more
complex and error-prone, while the answers of the

other three methods are in the form of trainable to-
kens, which are easy to train. KEPT has the lowest
cost of labor and does not need to design complex
templates compared to the other methods. PTR
and KnowPrompt have moderate computational
complexity, while GRASP has high complexity due
to the addition of a trigger prediction process dur-
ing inference. KEPT employs an auxiliary task to
introduce trigger knowledge in the training phase,
with no extra computational effort required during
inference. The baseline approaches all introduce
new parameters, except KEPT does not.

6. Conclusion

In this paper, we proposed an effective framework
KEPT for dialogue-based relation extraction. Our
main contribution is to inject trigger knowledge and
label semantic knowledge into the PLM and im-
prove the DRE model’s knowledge utilization ability.
In KEPT, we convert the DRE task as the masked
language modeling task to mitigate the gap be-
tween knowledge injection and knowledge utiliza-
tion and suggest two beneficial knowledge injection
tasks 1) a masked trigger prediction task injecting
trigger knowledge into PLM and 2) a verbalizer rep-
resentation learning task injecting label semantic
knowledge into PLM. Experiment results on the
DialogRE dataset proved that KEPT has a fast in-
ference speed and outperforms SoTA performance
in F1 and F1c scores without any extra parameters.
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