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Abstract

In recent years, multilingual pre-trained language models (mPLMs) have achieved significant progress in cross-lingual
dense retrieval. However, most mPLMs neglect the importance of knowledge. Knowledge always conveys similar
semantic concepts in a language-agnostic manner, while query-passage pairs in cross-lingual retrieval also share
common factual information. Motivated by this observation, we introduce KEPT, a novel mPLM that effectively
leverages knowledge to learn language-agnostic semantic representations. To achieve this, we construct a
multilingual knowledge base using hyperlinks and cross-language page alignment data annotated by Wiki. From
this knowledge base, we mine intra- and cross-language pairs by extracting symmetrically linked segments and
multilingual entity descriptions. Subsequently, we adopt contrastive learning with the mined pairs to pre-train
KEPT. We evaluate KEPT on three widely-used benchmarks, considering both zero-shot cross-lingual transfer and
supervised multilingual fine-tuning scenarios. Extensive experimental results demonstrate that KEPT achieves strong
multilingual and cross-lingual retrieval performance with significant improvements over existing mPLMs.
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1. Introduction

Cross-lingual retrieval aims to search relevant
documents given queries and large document
collections in different languages (Peters et al.,
2012). It is fundamental in various cross-language
downstream tasks, such as open-domain ques-
tion answering (Asai et al., 2021b; Liu et al.,
2019), dialogue generation (Kim et al., 2021), fact-
checking (Huang et al., 2022), etc. Meanwhile, it
is essential in real-world search engines, for exam-
ple, Google Search provides services across more
than 100 languages. Nowadays, dense retrieval-
based methods have shown strong performance
and potential in cross-lingual retrieval (Zhang et al.,
2022b; Asai et al., 2021b). These methods typi-
cally map queries and multilingual documents into
a low-dimensional language-agnostic dense space
and utilize the vector similarity between them to
measure semantic relevance (Nair et al., 2022).

For obtaining a high-quality multilingual dense
space, multilingual pre-trained language models
(mPLMs) have been widely applied. General
mPLMs, e.g., mBERT (Devlin et al., 2019), XLM-
R (Conneau et al., 2020), usually adopt token-level
tasks (multilingual or translation mask language
modeling), which are not suitable for cross-lingual
retrieval. To address this limitation, recent works
propose several sentence-level pre-training tasks
and achieve remarkable improvements, such as

∗Work is done during internship at IDEA Research
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mContriever (Izacard et al., 2022) and CCP (Wu
et al., 2022) leverage contrastive learning with
positive pairs mined by randomly cropping, In-
foXLM (Chi et al., 2021) and LaBSE (Feng et al.,
2022) encourage the alignment of bilingual sen-
tence pairs with large-scale private parallel data.

Despite the success, they neglect the importance
of knowledge. On the one hand, knowledge con-
veys similar semantic concepts and meanings in
a language-agnostic manner (Vulic and Moens,
2013), while queries and matched documents also
share similar underlying semantics. This perspec-
tive highlights the potential of leveraging knowledge
to construct high-quality simulated query-document
pairs. On the other hand, Wikipedia ‡ and Wiki-
data § (Vrandečić and Krötzsch, 2014), the pub-
licly large-scale corpora, contain abundant knowl-
edge annotation within and across languages. This
provides us with the opportunity to collect a vast
amount of relevant text pairs through efficient min-
ing. A good pre-training task should be relevant to
the downstream task and cost-efficient to collect
data (Chang et al., 2019). Considering these ad-
vantages, leveraging knowledge to construct text
pairs for pre-training cross-lingual dense retrieval
models holds great promise.

Based on the motivation above, we pro-
pose a knowledge enhanced pre-trained (KEPT)
model for cross-lingual dense retrieval. KEPT
learns language-agnostic semantic representations

‡https://www.wikipedia.org/
§https://www.wikidata.org/

https://www.wikipedia.org/
https://www.wikidata.org/
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through intra- and cross-language text pairs con-
structed based on knowledge. Specifically, we first
build a multilingual knowledge base by utilizing
hyperlink annotations from Wikipedia and cross-
language page alignment annotations from Wiki-
data. In order to construct intra-language pos-
itive pairs, we extract symmetrically linked seg-
ments, which tend to contain similar facts. As for
cross-language positive pairs, we extract descrip-
tions of the same entity in different languages from
Wikipedia pages, which generally provide an over-
all understanding of the corresponding entity. After
obtaining intra- and cross-language pairs, we adopt
contrastive learning as the pre-training objective to
train KEPT. Compared to previous works that utilize
cropping (Wu et al., 2022; Izacard et al., 2022) or ex-
pensive parallel corpus (Chi et al., 2021; Feng et al.,
2022), our knowledge-based text pairs are closer
to downstream tasks and more cost-effective.

To verify the effectiveness of KEPT, we con-
duct extensive experiments on three cross-lingual
retrieval tasks, including Mr. TyDi (Zhang et al.,
2021b), XOR Retrieve (Asai et al., 2021a), Mewsli-
X (Ruder et al., 2021). Experimental results show
that our approach brings a significant improvement
over other advanced mPLMs, and achieves strong
performance in cross-lingual dense retrieval. Our
ablation studies and analysis demonstrate the ef-
fectiveness of proposed intra- and cross-language
knowledge-based positive pairs.

2. Related Works

Multilingual Pre-training: mPLMs have become
the fundamental model on various multilingual
tasks for their superior performance (Liang et al.,
2020; Hu et al., 2020). mBERT (Devlin et al., 2019)
and XLM-R (Conneau et al., 2020) pre-train mod-
els with multilingual masked language modelling
(MMLM) task. Some works utilize parallel corpora
to improve the cross-language capability of the
model, such as XLM (Conneau and Lample, 2019),
Unicoder (Huang et al., 2019), ERNIE-M (Ouyang
et al., 2021).. Recently, integrating knowledge into
multilingual pre-training has received increasing
interest (Jiang et al., 2022; Liu et al., 2022; Ri
et al., 2022; Xu et al., 2023). They focus on entity-
knowledge-related tasks such as MLQA (Lewis
et al., 2019) and NER (Liang et al., 2020).
Cross-lingual Dense Retrieval: Recent years
have witnessed the remarkable progress of cross-
lingual retrieval (Tran et al., 2020). Dense retrieval-
based methods have shown strong performance
and potential on this task (Jiang et al., 2020; Artetxe
et al., 2020). The studies of cross-lingual dense
retrieval can be divided into two categories, (1)
pre-training with large corpora; (2) more effective
fine-tuning. In the first category, mContriever (Izac-

ard et al., 2022) and CCP (Wu et al., 2022) pre-
train the dual-encoder model with pseudo-query-
document pair constructed by randomly cropping a
document. MSM (Zhang et al., 2023) proposes
a masked sentence prediction task, which en-
forces the model to produce an information-rich sen-
tence representation. Some works focus on learn-
ing sentence embeddings with parallel data, such
as InfoXLM (Chi et al., 2021) and LaBSE (Feng
et al., 2022) collect large private bilingual sentence
pairs and learn bilingual alignment; m-USE (Yang
et al., 2020) trained models with translation pairs,
QA pairs, and SNLI (Bowman et al., 2015) cor-
pus. Some works (Sun and Duh, 2020; Yang
et al., 2022) also explore the use of Wiki corpus
to train cross-language retrievers, but our knowl-
edge mining method is more effective. As for effec-
tive fine-tuning strategies, some studies improve
cross-lingual retriever with distillation (Reimers and
Gurevych, 2020; Li et al., 2022; Ren et al., 2023;
Zhuang et al., 2023), iterative self-supervised train-
ing (Tran et al., 2020), and parallel semantic con-
trastive learning (Hu et al., 2022) etc.
Monolingual Dense Retrieval Pre-training:
Monolingual retrieval focuses on querying relevant
documents in a single language (Karpukhin et al.,
2020; Lin et al., 2022; Zhang et al., 2022a; He
et al., 2022; Zhang et al., 2021a; Sun et al., 2023,
2022). Some studies explore the pre-training
techniques tailored for dense retrieval. One line
of work utilize contrastive learning with text pairs
mined in different ways, such as ICT (Lee et al.,
2019), WLP (Chang et al., 2019), HLP (Zhou et al.,
2022), CROP (Izacard et al., 2022; Ma et al., 2022),
etc. Another line enforces the model to produce an
information-rich sentence representation via the
autoencoding tasks, such as SEED-Encoder (Lu
et al., 2021), Condenser (Gao and Callan, 2021),
SimLM (Wang et al., 2022), CDMAE (Li et al.,
2023), RetroMAE (Liu and Shao, 2022), etc.

3. Methodology

3.1. Task Definition and Architecture

Given a query q in any language l, cross-lingual
dense retrieval aims to find the most relevant M
documents {d+i }Mi=1 from a large candidate corpus
C = {d1, d2, . . . , dN} with N documents (M ≪ N ),
which can be in any language, even if it differs from
the query language l.

To achieve this goal, a typical cross-lingual dense
retrieval model adopts a dual-encoder architecture.
The query q and the document d are mapped into k-
dimensional language-agnostic dense embedding
space, respectively. Then the semantic relevance
score fθ(q, d) between q and d is measured by the
similarity of their dense representations, which can
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Sunflowers (Van Gogh series)
Sunflowers is the title of two series of still life
paintings by the Dutch painter Vincent van Gogh, ….

Vincent van Gogh

… During this period he broadened his subject 
matter to include series of olive trees, wheat 
fields and sunflowers….

文森特·梵高
…梵高的作品，如《星夜》、《向日葵》、
《有乌鸦的麦田》等，现已跻身于…

麦田群鸦
《麦田群鸦》是荷兰后印象派画家文生·梵高
创作于1890年7月的一幅油画 …

Wikidata ID:
Q5582

Vincent van Gogh
Vincent Willem van Gogh war 
ein niederländischer Maler und Zeichner. …

Still Life

A still life (plural: still lifes) is a work of 
art depicting mostly inanimate subject matter,
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Sunflowers (Van Gogh series)

Sunflowers is the title of two series of still 
life paintings by the Dutch painter Vincent van 
Gogh.

Vincent van Gogh

… During this period he broadened his subject 
matter to include series of olive trees, wheat 
fields and sunflowers. …

Vincent van Gogh

Vincent Willem van Gogh war 
ein niederländischer Maler und Zeichner. Er gilt 
als einer der Begründer der modernen Malerei. ...

文森特·梵高

文森特·威廉·梵高 早年曾译梵高柯，荷兰后印象
派画家。他是表现主义的先驱，并深深影响了二
十世纪艺术。 …

Intra-language Positive Pair

Cross-language Positive Pair

(a) Multilingual Knowledge Base
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(b) Knowledge-based Text Pairs

Figure 1: Illustration of multilingual knowledge base and knowledge-based positive pairs. Different colored
boxes represent Wikipedia pages in various languages, i.e., red for Chinese, purple for English, and
purple for German. The blue text represents anchor text. The blue arrow connects the anchor text to the
hyperlinked page, and the green arrow connects the page to the corresponding entity.

be formulated as follows:

fθ(q, d) = sim (E(q; θ), E(d; θ)) , (1)

where E(·; θ) denotes the encoder module pa-
rameterized with θ, and sim is the similarity func-
tion, e.g., euclidean distance, cosine distance. As
queries and documents can encompass multiple
languages, it is essential for encoders to possess
robust cross-lingual comprehension capabilities.
One widely employed strategy for achieving this
is the utilization of mPLMs.

In practice, we utilize a shared transformer net-
work for both queries and documents. The em-
bedding E(q; θ) (resp. E(d; θ)) for a query (resp.
document) is obtained by averaging the hidden rep-
resentations of the last layer. The similarity function
sim adopted in KEPT is the inner product.

3.2. Multilingual Knowledge
Construction

In our approach, we utilize Wikipedia and Wiki-
data (Vrandečić and Krötzsch, 2014) as the primary
source of knowledge. To demonstrate the structure
of intra- and cross-language knowledge, we show
a simple knowledge graph in Figure 1(a).

To obtain intra-language knowledge, we uti-
lize hyperlinks within Wikipedia pages. Given a
Wikipedia page pi = [s1, s2, ..., sK ] composed of K
segments s, we denote the title of pi as T (pi) which
serves as the unique identification of the page.
Wikipedia provides annotations of hyperlinks in the
form of (a, h(a)), where a is an anchor text and
h(a) is the hyperlinked Wikipedia page. As demon-
strated in Figure 1(a), the segment in Wikipedia

page “Sunflowers (Van Gogh series)” contains var-
ious anchors such as “still life” and “Vincent van
Gogh”. Taking the anchor “still life” as an example,
we link it to its corresponding Wikipedia page “Still
Life”. Through these hyperlink annotations, we can
effectively leverage the cross-page connections to
acquire valuable intra-language knowledge.

For cross-language knowledge, we utilize Wiki-
data to align Wikipedia pages written in different
languages but corresponding to the same entity.
Wikidata comprises over 100 million entities and
provides annotations linked to Wikipedia pages in
the form of (e, l, p), where e represents the entity
identifier, l denotes the language type, and p de-
notes the Wikipedia page of entity e in language
l. As demonstrated in Figure 1(a), For the entity
Q5582, its corresponding Wikipedia page in the
Chinese language is “文森特·梵高” and its corre-
sponding page in the English language is “Vincent
van Gogh”. Through these annotations, we can
link Wikipedia pages across languages.

3.3. Building Positive Pairs with
Knowledge

It is acknowledged that a good pre-training task
should be relevant to the downstream task. We
observe that in cross-lingual dense retrieval tasks,
positive pairs (q, d+) usually exhibit similar seman-
tics. Drawing from our constructed multilingual
knowledge base, we further discover that text pairs
with link annotations inherently contain comparable
semantic concepts, including both intra-language
page hyperlinks and cross-language entity links.
Inspired by these observations, we leverage the
knowledge base to mine text pairs that describe
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similar factual information.
For intra-language positive pairs, we find that

symmetrically linked segments tend to contain simi-
lar facts. Specifically, given two segments si and sj
from Wikipedia pages T (si) and T (sj), respectively,
the set of Wikipedia pages they linked to are de-
noted as H(si) and H(sj), respectively. We define
si and sj to be symmetrically linked if they satisfy
the following condition:

T (si) ∈ H(sj) ∧ T (sj) ∈ H(si). (2)

As demonstrated in Figure 1(b), the segment ”Sun-
flowers is . . .Vincent van Gogh” in the Wikipedia
page “Sunflowers (Van Gogh series)” and the seg-
ment “During this . . . sunflowers” in the Wikipedia
page “Vincent van Gogh” are symmetrically linked.
Both sentences contain information corresponding
to the same fact of “Vincent van Gogh drew Sun-
flowers”. We mine these symmetrically linked pairs
as pseudo-positive instances to pre-train KEPT.
Considering that queries and documents are typi-
cal of different lengths, we limit one segment to the
sentence level while the other to the passage level
during constructing these pairs.

For cross-language positive pairs, we lever-
age Wikipedia pages of the same entity in different
languages. Specifically, we annotate (si, sj) as a
cross-language positive pair if segments si and sj
satisfy the following condition:

E(si) = E(sj) ∧ L(si) ̸= L(sj), (3)

where E(si) denotes the entity identifier corre-
sponding to segment si, and L(si) denotes the
language of segment si. In practice, we select
the top three passages of the respective Wikipedia
pages as the segments si and sj . The top pas-
sages typically provide a comprehensive overview
of the entity, encompassing important information
and characteristics that are often similar across dif-
ferent languages. As shown in Figure 1(b), both
segments within our constructed English-Chinese
text pair contain the comparative summaries of the
entity “Q5582”.

In addition to the intra- and cross-language pairs
based on knowledge, we also employ the widely-
used CROP strategy (Wu et al., 2022; Izacard et al.,
2022). This strategy constructs positive pairs by
sampling two independent spans from a document
chunk. It encourages the model to learn patterns
of lexical co-occurrence between matched pairs.

3.4. Pre-training Objective
After obtaining pseudo-positive pairs, we train
KEPT with contrastive loss to learn language-
agnostic dense representations of queries and doc-
uments. Formally, given a paired query-document

training sample (q, d+), the contrastive loss is de-
fined as:

L(q, d+) = −log
exp(fθ(q, d

+)/τ)∑
d′∈D

exp(fθ(q, d′)/τ)
, (4)

where τ is the temperature, and following Izacard
et al. (2022), we set τ = 0.05 during pre-training.
The set D consists of the paired document d+ and
in-batch negative documents ¶.

4. Experiment

4.1. Evaluation Benchmarks
To verify the effectiveness of KEPT, we conduct ex-
periments on three commonly-used cross-lingual
retrieval benchmarks, including Mr. TyDi (Zhang
et al., 2021b), XOR Retrieve (Asai et al., 2021a),
Mewsli-X (Ruder et al., 2021). The detailed statis-
tics of these datasets are shown in Table 1.

Mr. TyDi is a multilingual benchmark that com-
prises 11 diverse languages for mono-lingual re-
trieval, aiming to find relevant passages in the lan-
guage corresponding to the given question. Con-
sistent with previous works (Zhang et al., 2021b,
2022b), we employ MRR@100 and Recall@100
as the evaluation metrics.

XOR-Retrieve is a sub-task of cross-lingual
open-domain QA benchmark XOR-QA (Asai et al.,
2021a). Unlike Mr. TyDi, XOR-Retrieve specifically
targets English passages as retrieval candidates,
regardless of the question’s language. As sug-
gested by the original paper, we take R@2kt and
R@5kt (kilo-tokens) as the metrics, where R@nt
represents the proportion of top n retrieved tokens
that contain the answers.

Mewsli-X consists of 15K queries in 11 lan-
guages. Given a query, it requires the model to
retrieve the target passage from a candidate pool
across 50 languages. This multilingual retrieval
task emphasizes the model’s capability to handle di-
verse languages. Following Ruder et al. (2021), we
report mean average precision at 20 (mAP@20).

4.2. Evaluation Settings
Zero-shot Cross-lingual Transfer: In this set-
ting, the model is fine-tuned only on the English
training corpus and evaluated on the test set in

¶To ensure a fair comparison with baselines (Zhang
et al., 2023; Izacard et al., 2022), we employ commonly-
used In-batch negative sampling (Karpukhin et al., 2020)
and refrain from using more effective techniques such
as “Hard Negative Mining” (Xiong et al., 2020). These
alternative negative sampling strategies are orthogonal
to our KEPT.
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Query-passage Data Pairs Details of Passage Pool
Train Dev Test #Lang of q #Passage Type # Lang

Mr. TyDi 48.7k 12.3k 8.6k 11 58M Mono-lingual 11
XOR 15.2k 2.1k - 7 18M English-only 1
Mewsli-X 167.7k (EN) 14.1k 9.6k 11 1M Language-agnostic 50

Table 1: Statistics of datasets. “#Lang of q” means the number of languages in questions during evaluation,
“#Passage” means the number of passages, and “#Lang” means the number of languages in the Passage
Pool. Note that there is no multilingual training data available in Mewsli-X, all training pairs are in English.

multiple languages. It is widely used in cross-
lingual scenarios since most tasks only have la-
belled data in English and lack training data in low-
resource languages. For Mr. TyDi, we follow the
original paper (Zhang et al., 2021b), adopting Na-
ture Questions (NQ) (Kwiatkowski et al., 2019) as
the fine-tuning corpus. For XOR-Retrieve, we fine-
tune all models on the NQ dataset following Asai
et al. (2021a). For Mewsli-X, we adopt the setting
in Ruder et al. (2021), fine-tuning models on train-
ing set consisting of English-only pairs.
Supervised Multilingual Fine-tuning: In this set-
ting, the model is fine-tuned with multilingual train-
ing data. For Mr. TyDi and XOR-Retrieve, we fur-
ther report the performance of models fine-tuned
on the combined training data of all languages. Fol-
lowing previous works (Izacard et al., 2022; Asai
et al., 2021a; Zhang et al., 2023), the models are
firstly pre-fine-tuned with English-only training data
and then fine-tuned on the multilingual train set.
For Mewsli-X, since there is no multilingual training
data, we skip this setting.

4.3. Implement Details
Pre-training: Considering the expensive cost of
pre-training from scratch, we initialize KEPT with
the pre-trained mContriever checkpoint (Izacard
et al., 2022). To construct the multilingual knowl-
edge base and mine knowledge-related text pairs,
we collect the Wikipedia dump from August 1, 2022,
and the Wikidata dump from September 26, 2022.
For the CROP objective, we adopt the same text
pair construction procedure as conducted by Izac-
ard et al. (2022). KEPT is trained using a learning
rate of 2e-5 and an Adam optimizer with a linear
warm-up. The batch size of each task and tempera-
ture is set to 512 and 0.05, respectively. To ensure
a fair comparison with Izacard et al. (2022), we limit
the max length of input text to 128, which is consis-
tent with mContriever. We perform pre-training on
8 NVIDIA Tesla A100 GPUs with 40GB memory for
300k steps. With automatic mixed precision, the
process takes about 2 days.
Fine-tuning: For a fair comparison, we mainly fol-
low the setting in previous works (Izacard et al.,
2022; Zhang et al., 2023). For Mr. TyDi and XOR-
Retrieve, When training on NQ, the batch size,

learning rate, temperature, and max epoch number
is set as 128, 2e-5, 1, and 40, respectively. When
further fine-tuning with XOR-Retrieve’s multilingual
data, the learning rate is set as 1e-5 and others
keep unchanged. Following Izacard et al. (2022),
we set the temperature as 0.05, and perform hard
negative mining when fine-tuning with MARCO and
continue-fine-tuning with Mr. TyDi. For Mewsli-X,
we follow Ruder et al. (2021), setting the learning
rate, batch size, and epoch number as 2e-5,64
and 2, respectively. All fine-tuning experiments are
implemented with the HuggingFace Transformers
library (Wolf et al., 2019) on 8 NVIDIA Tesla V100
GPUs with 32 GB memory.

4.4. Experimental Results
In diverse cross-lingual retrieval settings, we
compare KEPT with state-of-the-art methods:
BM25 (Robertson et al., 2009) is a traditional
sparse retriever based on the exact term match-
ing; mBERT (Devlin et al., 2019) and XLM-R (Con-
neau et al., 2020) are pre-trained with token-level
multilingual MLM task; InfoXLM (Chi et al., 2021)
adopts the momentum contrast and translation lan-
guage modelling for pre-training with large-scale
private parallel data pairs. mContriever (Izacard
et al., 2022) and CCP (Wu et al., 2022) leverage
MoCo (He et al., 2020) algorithm to pre-train dual-
encoder where positive pairs are randomly crop-
ping from a document. LaBSE (Feng et al., 2022)
adopts a larger vocabulary and a translation rank-
ing loss to increase model’s cross-lingual transfer
ability. MSM (Zhang et al., 2023) utilizes a masked
sentence prediction task to pre-train a cross-lingual
retriever.

Mr. TyDi: The type of retrieval corpus in Mr. TyDi
is monolingual. Specifically, given a query from lan-
guage L, models aim to retrieve relevant passages
from a candidate pool in language L. It mainly eval-
uates the model’s intra-language semantic match-
ing and multilingual compatibility. For the zero-
shot cross-lingual transfer setting, we show the
results after fine-tuning with NQ dataset in Ta-
ble 2. We can find that: (1) despite having the
fewest parameters, KEPT consistently outperforms
all baselines, including those utilizing expensive
parallel corpora or larger models; (2) KEPT im-
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Methods #Params Metrics AR BN EN FI ID JA KO RU SW TE TH AVG

BM25 (Zhang et al., 2021b) * MRR @100 36.7 41.3 15.1 28.8 38.2 21.7 28.1 32.9 39.6 42.4 41.7 33.3
Recall@100 80.0 87.4 55.1 72.5 84.6 65.6 79.7 66.0 76.4 81.3 85.3 74.3

mBERT (Devlin et al., 2019) 178M MRR @100 28.7 33.4 28.1 24.0 32.0 24.3 21.8 29.0 18.7 14.5 19.3 24.9
Recall@100 68.3 79.3 76.1 65.0 74.1 65.3 57.9 69.2 51.7 46.1 54.0 64.3

XLM-Rbase (Conneau et al., 2020) 279M MRR @100 30.8 30.2 27.1 23.5 33.5 23.5 26.6 25.7 24.0 26.6 36.3 28.0
Recall@ 100 72.3 78.4 74.3 67.0 79.8 66.5 64.7 65.0 57.2 72.7 84.6 71.1

XLM-Rlarge (Conneau et al., 2020) 560M MRR @100 36.5 37.4 27.5 31.8 39.5 29.9 30.4 30.6 27.4 34.6 40.1 33.3
Recall@100 81.3 84.2 77.6 78.2 88.6 78.5 72.7 77.4 63.3 87.5 88.2 79.8

InfoXLMbase (Chi et al., 2021) 279M MRR@100 31.5 31.2 27.7 22.4 31.3 27.1 27.2 28.3 30.5 46.3 37.3 31.0
Recall@100 74.8 81.5 77.2 62.6 78.4 72.8 66.2 70.3 64.0 84.5 85.1 74.3

InfoXLMlarge (Chi et al., 2021) 560M MRR @100 37.2 50.4 31.4 30.9 37.6 27.1 30.9 32.5 39.4 46.5 37.4 36.5
Recall@100 76.2 91.0 78.3 76.0 85.2 66.9 64.4 74.4 75.0 88.9 83.4 78.2

mContriever (Izacard et al., 2022) 178M MRR@100 44.9 50.8 28.2 32.7 41.1 34.2 35.0 31.2 42.4 28.3 49.4 38.0
Recall@100 87.2 92.8 78.6 85.6 89.4 83.2 78.5 79.5 89.3 84.2 91.5 85.4

CCP (Wu et al., 2022) 560M MRR @100 42.6 45.7 35.9 37.2 46.2 37.7 34.6 36.0 39.2 47.0 48.9 41.0
Recall@100 82.0 88.3 80.1 78.7 87.5 80.0 73.2 77.2 75.1 88.8 88.9 81.8

LaBSE (Feng et al., 2022) 471M MRR@100 37.2 50.4 31.4 30.9 37.6 27.1 30.9 32.5 39.4 46.5 37.4 36.5
Recall@100 76.2 91.0 78.3 76.0 85.2 66.9 64.4 74.4 75.0 88.9 83.4 78.2

MSMbase (Zhang et al., 2023) 279M MRR @100 37.9 39.4 29.9 27.7 38.3 28.0 26.8 28.5 32.1 43.1 42.0 34.0
Recall@100 77.3 82.9 73.6 70.5 83.5 67.9 61.8 68.6 69.9 83.5 84.9 74.9
MRR @100 50.7 53.7 30.7 35.7 48.0 37.1 39.2 35.2 42.5 58.9 48.1 43.6KEPT 178M Recall@100 90.3 95.5 78.6 85.5 91.2 84.8 80.6 80.7 85.8 95.5 92.8 87.4

Table 2: Zero-shot cross-lingual transfer results on Mr. TyDi after fine-tuning with NQ dataset. #Params
means the number of model parameters. The results of mContriever, InfoXLMbase are from our imple-
mentation by fine-tuning the released checkpoints since they were not reported previously. Other results
are from published papers (Zhang et al., 2023; Wu et al., 2022; Hu et al., 2022). We keep the same
fine-tuning pipeline and hyper-parameters as Zhang et al. (2023) to ensure a fair comparison.

Methods #Params Metrics AR BN EN FI ID JA KO RU SW TE TH AVG

BM25 (Zhang et al., 2021b) * MRR @100 36.7 41.3 15.1 28.8 38.2 21.7 28.1 32.9 39.6 42.4 41.7 33.3
Recall@100 80.0 87.4 55.1 72.5 84.6 65.6 79.7 66.0 76.4 81.3 85.3 74.3

mBERT (Devlin et al., 2019) 178M MRR @100 66.8 63.3 50.8 55.0 55.7 47.8 43.3 47.3 60.5 85.8 57.7 57.6
Recall@100 90.3 95.0 89.0 85.8 89.3 81.6 80.2 85.6 86.7 96.3 87.2 87.9

XLM-Rbase (Conneau et al., 2020) 279M MRR @100 66.4 66.0 48.5 53.7 58.3 45.4 44.3 47.4 61.4 86.2 65.7 58.5
Recall@ 100 89.4 93.2 84.3 86.6 90.0 82.3 79.3 82.8 86.4 97.4 93.8 87.8

InfoXLMbase (Chi et al., 2021) 279M MRR@100 67.6 68.3 50.8 53.7 57.7 48.9 48.4 50.0 63.0 87.1 66.5 60.2
Recall@100 91.1 92.8 87.8 88.0 89.6 84.1 79.0 85.4 89.4 97.1 94.3 89.0

mContriever (Izacard et al., 2022) 178M MRR@100 72.4 67.2 56.6 60.2 63.0 54.9 55.3 59.7 70.7 90.3 67.3 65.2
Recall@100 94.0 98.6 92.2 92.7 94.5 88.8 88.9 92.4 93.7 98.9 95.2 93.6

MSMbase (Zhang et al., 2023) 279M MRR @100 67.7 69.9 49.6 55.1 61.2 48.2 49.4 47.5 63.9 85.2 67.7 60.5
Recall@100 90.5 95.9 86.5 88.0 90.1 82.0 81.6 82.5 88.9 97.6 95.0 89.0
MRR@100 72.0 67.9 56.8 61.4 64.1 55.1 58.4 59.7 69.4 88.7 67.7 65.6KEPT 178M Recall@100 95.0 95.5 93.5 94.3 96.1 90.3 90.9 93.9 95.4 99.3 97.0 94.6

Table 3: Supervised multilingual fine-tuning results on Mr. TyDi. #Params means the number of model
parameters. Compared models’ results are from previous papers (Izacard et al., 2022; Zhang et al., 2023).

proves over mContriever by 5.6 absolute points
on the MRR@100 and 2.0 absolute points on the
Recall@100, which demonstrates the effective-
ness of our proposed knowledge-enhanced pre-
training; (3) KEPT exhibits more improvements
for most low-resource languages compared to En-
glish. For example, KEPT improves more than
5 points on MRR@100 on AR, ID, TE compared
to mContriever. This clearly indicates KEPT’s su-
perior cross-lingual transfer ability, particularly in
low-resource language settings. Table 3 shows
the results under the supervised multilingual fine-
tuning setting, We can find that the performance of
all models can be further improved with the multi-
lingual labeled data. Also, similarly to the results

under the zero-shot setting, KEPT consistently out-
performs all baselines. It further demonstrates the
superior effectiveness of KEPT.

XOR-Retrieve: In the XOR-Retrieve task, the re-
trieval corpus is just English. It mainly evaluates the
transfer ability of the model from English to other
languages. We report the results under the zero-
shot cross-lingual transfer setting in Table 4. One
can be observed that KEPT achieves huge improve-
ment over all baselines, e.g., compared to strong
baseline mContriever, KEPT improves 9.6% R@2k
and 10.2% R@5k. In Table 5, we can find that
all models improve obviously with the multilingual
training data, and KEPT achieves the best results
among them. KEPT brings more improvement un-
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Method AR BN FI JA KO RU TE AVG
R@2k

mBERT 31.1 26.6 38.5 32.4 38.6 24.9 29.1 31.6
XLM-Rbase 39.9 25.7 41.1 27.8 31.9 22.4 25.2 30.6
InfoXLMbase 45.8 30.6 39.8 32.8 35.4 25.7 36.6 35.2
MSMbase 47.9 32.6 44.9 24.1 35.8 25.3 34.0 34.9
mContriever 50.8 28.3 50.0 31.1 38.6 28.3 37.9 37.9
KEPT 59.7 45.4 56.4 36.9 44.9 39.7 49.8 47.5

R@5k
mBERT 44.1 36.2 48.1 41.5 48.1 38.4 39.5 42.3
XLM-Rbase 49.6 34.9 50.0 34.9 41.8 30.4 34.0 39.3
InfoXLMbase 55.0 42.4 46.2 42.7 47.7 33.8 47.2 45.0
MSMbase 58.4 41.8 51.9 36.9 44.6 37.6 42.1 44.7
mContriever 60.9 40.5 57.3 43.6 47.0 38.0 49.2 48.1
KEPT 71.8 59.5 63.4 46.5 55.4 51.1 60.5 58.3

Table 4: Zero-shot cross-lingual transfer results on
XOR-Retrieve. All compared methods are base-
sized unsupervised pre-trained models.

Method AR BN FI JA KO RU TE AVG
R@2k

mBERT 51.7 52.7 52.2 41.9 51.9 47.5 40.5 48.3
XLM-Rbase 59.2 48.7 46.8 36.1 46.0 35.4 43.4 45.1
InfoXLMbase 58.4 52.3 51.9 39.8 51.9 41.4 48.9 49.2
MSM 61.8 55.3 51.3 36.9 50.5 41.4 43.0 48.6
mContriever 61.3 52.0 56.1 39.4 52.3 43.9 47.9 50.4
KEPT 64.7 60.5 59.2 47.3 54.7 50.6 52.8 55.7

R@5k
mBERT 58.4 61.5 58.6 50.6 63.2 54.9 51.8 57.0
XLM-Rbase 67.2 58.6 53.5 45.6 56.1 45.1 51.5 53.9
InfoXLMbase 68.5 64.5 59.6 53.5 61.4 51.5 56.6 59.4
MSM 68.9 63.8 59.9 48.1 56.1 52.7 51.5 57.3
mContriever 72.7 66.4 62.7 50.6 61.1 53.2 57.0 60.5
KEPT 73.5 69.4 65.6 54.8 62.8 59.5 61.8 63.9

Table 5: Supervised multilingual fine-tuning results
on XOR-Retrieve. All compared methods are base-
sized unsupervised pre-trained models.

der the zero-shot cross-lingual transfer setting. For
low-resource languages, there is usually a lack of
available training data. In this case, KEPT can play
a greater role in its strong cross-lingual transfer
ability.

Mewsli-X: In the Mewsli-X task, the candidate
corpus consists of passages in fifty languages. It
evaluates the semantic understanding ability of
the retriever over multi-languages, which is more
challenging. Table 6 shows the results under the
zero-shot cross-lingual transfer setting on Mewsli-X.
The strong baselines mContriever and MSM obtain
very limited gains compared to token-level mPLMs
mBERT and XLM-R, showing the difficulty of this
task. However, KEPT consistently improves by
5.7 absolute points compared to the second-best
model, further demonstrating its superior capability.
Furthermore, we observe a positive correlation be-
tween the number of cross-lingual knowledge pairs
and the improvement in the target language com-
pared to mContriever. languages such as AR, DE,
ES, and PL, which have more cross-lingual knowl-
edge pairs, show greater improvements compared

to languages like JA and TR, which have fewer
such pairs. It is interesting to note that some lan-
guages (e.g., FA, TA) that aren’t covered by KEPT
pre-training also see improvements with KEPT.
That further indicates our knowledge-enhanced pre-
training can encourage the model to learn universal
representations.

4.5. Ablation Study
We conduct the ablation study on the Mr. TyDi and
XOR-Retrieve datasets, under the zero-shot cross-
lingual transfer setting. All models are fine-tuned
three times on NQ using different random seeds,
and the final scores are averaged. To analyze the
impact of a longer pre-training step, we first con-
tinue training mContriever with the same step as
KEPT. Then, we remove the pre-training tasks used
in KEPT one by one to analyze their contribution.

Based on the results in Table 7, we have the fol-
lowing findings. (1) Continuing pre-training brings
a slight gain, which is much smaller compared to
KEPT. It indicates that the primary improvement in
KEPT is not from longer training steps. (2) Remov-
ing any pre-training task leads to a performance
decrease, suggesting that all pre-training tasks are
beneficial for improving cross-lingual retrieval ca-
pabilities. (3) ILK has a more significant effect on
Mr. TyDi which emphasizes the model’s abilities in
intra-language semantic matching and multilingual
compatibility. On the other hand, CLK has a greater
impact on XOR-Retrieval where the model’s cross-
lingual semantic alignment ability is crucial due to
the queries and matched documents being in dif-
ferent languages. This observation aligns with the
characteristics of the respective pre-training tasks.
It suggests both knowledge-based tasks contribute
to the model’s multi-lingual retrieval ability but with
different emphases. (4) Removing the CROP task
shows the slightest performance decrease, indi-
cating that CROP is not sufficient for cross-lingual
retrieval tasks. Our proposed knowledge-based
tasks ILK and CLK are the key to promoting the
model’s cross-lingual retrieval ability.

4.6. Uniformity and Alignment
To study the effect of KEPT on the language-
agnostic representation space, we compute align-
ment and uniformity metrics (Wang and Isola, 2020)
using the evaluation set of XOR-Retrieve. As
shown in Table 8, the alignment loss and the uni-
formity loss of KEPT descend significantly which
indicates KEPT can help align semantic represen-
tations of similar texts across languages and al-
leviate the embedding space anisotropy. It also
demonstrates that our knowledge-based positive
pairs can reduce the gap between pre-training and
fine-tuning, compared with previous mPLMs.
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Method #Params AR DE EN ES FA JA PL RO TA TR UK AVG
mBERT (Devlin et al., 2019) 178M 14.2 65.5 57.4 55.7 11.3 44.8 57.2 38.2 5.8 42.7 36.2 39.0
XLM-Rbase (Conneau et al., 2020) 279M 15.5 62.7 57.2 53.5 12.5 46.2 59.3 34.1 7.5 51.8 36.0 39.7
InfoXLMbase (Chi et al., 2021) 279M 21.3 65.6 58.9 55.2 14.9 45.5 61.1 35.7 8.4 52.8 41.4 41.9
mContriever (Izacard et al., 2022) 178M 20.9 65.2 57.3 49.4 11.6 41.7 59.0 32.6 12.1 46.3 34.8 39.2
MSM (Zhang et al., 2023) 279M 18.6 68.0 58.7 57.3 13.7 46.3 60.2 36.3 7.6 52.8 37.3 41.5
KEPT 178M 36.4 70.4 64.6 63.2 21.1 52.1 64.7 36.2 14.6 59.6 40.5 47.6

Table 6: Zero-shot cross-lingual transfer results on Mewsli-X. #Params means the number of model
parameters.

Mr. TyDi XOR
Method MRR@100 Recall@100 R@2K R@5K
mContriever 38.0 85.4 37.9 48.1

+ continue pre-train 38.3 85.5 38.1 48.5
KEPT 43.6 87.4 47.5 58.3

w/o CROP 42.9(-0.7) 87.2(-0.2) 46.9(-0.6) 57.6(-0.7)
w/o ILK 39.2(-4.4) 85.8(-1.6) 45.8(-1.7) 56.1(-2.2)
w/o CLK 41.8(-1.8) 86.5(-0.9) 41.1(-6.4) 51.3(-7.0)

Table 7: Ablation study, “ILK” means positive
pairs built based on in-language knowledge, “CLK”
means positive pairs built based on cross-language
knowledge.

Model Lalign Luniform

mBert (Devlin et al., 2019) 0.999 -1.668
mContriever (Izacard et al., 2022) 0.991 -1.788
KEPT 0.668 -1.869

Table 8: Alignment and uniformity analysis.

4.7. Variants of Data Construction

Besides the defaulted way of constructing
knowledge-based pairs, as described in Sec-
tion 3.3, we also explore alternative strategies,
including:

(1) Unidirectionally Hyperlinked Segments for
Intra-Language Knowledge (UHS-ILK): In our de-
fault setting, the pairs for intra-language knowledge
are consisting of symmetrically hyperlinked seg-
ments. In this setting, we remove the constraint of
symmetry. We treat the sentence containing the
anchor text as a query and select the top passages
from the hyperlinked Wikipedia page as the positive
document. We replace the original intra-language
knowledge positive pairs with this new data while
keeping the other settings unchanged.

(2) Diverse Sampling for Cross-Language Knowl-
edge (DS-CLK): In our default setting, the seg-
ments in cross-language positive pairs are selected
from the top of Wikipedia pages. In this setting, we
sample these segments from the entire Wikipedia
pages, thereby introducing greater diversity to the
cross-lingual knowledge pairs. This setting is con-
sistent with C3 (Yang et al., 2022) so that we can
make a fair comparison. We replace the origi-
nal cross-language knowledge positive pairs with
this new data while keeping the other settings un-

Mr. TyDi XOR
ID Strategy MRR@100 Recall@100 R@2K R@5K

mContriever 38.0 85.4 37.9 48.1
1 KEPT(Defaulted) 43.6 87.4 47.5 58.3
2 UHS-ILK 39.5 85.9 43.5 54.8
3 DS-CLK 40.6 86.1 41.6 51.8
4 CLHED 42.5 87.1 47.0 58.2

Table 9: Various strategies to construct pre-training
pairs based on the multilingual knowledge base.

changed.
(3) Cross-lingual Hyperlinked Entity Description

(CLHED): In this setting, we consider the sentence
containing the anchor text as a query and leverage
the corresponding entity description from a differ-
ent language Wikipedia page as the positive doc-
ument. The entity description is selected from the
top passages in the respective Wikipedia pages.
We incorporate this task into the existing setting
while preserving the other settings unchanged.

The results of these strategies are reported in
Table 9. We observe that these strategies out-
perform mContriever, demonstrating incorporating
knowledge-related pre-training tasks can benefit
the cross-lingual retrieval task. However, these
strategies perform worse than our default strategy.
Among them, Strategy 2, despite mining a greater
number of data pairs, experiences a performance
decline. We analyze it could be attributed to the
lower semantic relevance of the text pairs. It indi-
cates that symmetric hyperlinked segments have
more semantic similarity and are more effective
to cross-lingual retrieval tasks. The cross-lingual
data pairs constructed by Strategy 3 show better
diversity but poorer alignment quality with entities,
resulting in a significant performance decrease in
XOR-Retrieval. Strategy 4, which combines the ad-
ditional task with our default tasks, shows a slight
performance decrease. We speculate that the text
pairs mined in this strategy are not factually consis-
tent, which is quite different from cross-language
retrieval tasks. As a result, a slight decrement in
performance is observed. Overall, we have ex-
plored multiple approaches to utilize Wiki corpus.
Our proposed knowledge-based pre-training tasks
perform best and significantly improve the model’s
cross-lingual retrieval ability.



9818

5. Conclusion

In this paper, we introduce KEPT, a mPLM that
leverages intra- and cross-language knowledge
to enhance cross-lingual dense retrieval. We first
construct a multilingual knowledge base using hy-
perlinks and cross-language page alignment data
annotated by Wiki, and then build intra- and cross-
language pairs by extracting symmetrically linked
segments and multilingual entity descriptions from
the knowledge base. Finally, we adopt contrastive
learning with mined pairs to pre-train KEPT. Exten-
sive experiments show that KEPT achieves strong
performance with significant improvement over ex-
isting mPLMs.
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