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Abstract
Adverse drug events (ADEs) are an important aspect of drug safety. Various texts such as biomedical literature, drug
reviews, and user posts on social media and medical forums contain a wealth of information about ADEs. Recent
studies have applied word embedding and deep learning-based natural language processing to automate ADE
detection from text. However, they did not explore incorporating explicit medical knowledge about drugs and adverse
reactions or the corresponding feature learning. This paper adopts the heterogeneous text graph, which describes
relationships between documents, words, and concepts, augments it with medical knowledge from the Unified
Medical Language System, and proposes a concept-aware attention mechanism that learns features differently for the
different types of nodes in the graph. We further utilize contextualized embeddings from pretrained language models
and convolutional graph neural networks for effective feature representation and relational learning. Experiments on
four public datasets show that our model performs competitively to the recent advances, and the concept-aware
attention consistently outperforms other attention mechanisms.

Keywords: Adverse Drug Event Detection, Graph Neural Networks, Knowledge Augmentation, Attention
Mechanism

1. Introduction

Pharmacovigilance, i.e., drug safety monitoring, is
a critical step in drug development (Wise et al.,
2009). It detects adverse events and safety issues
and promotes drug safety through post-market as-
sessment; therefore, it promotes safe drug devel-
opment and shows significant promise in better
healthcare service delivery. A drug-related nega-
tive health outcome is referred to as an Adverse
Drug Event (ADE) (Donaldson et al., 2000). Given
the significant harm caused by ADEs, it is essential
to detect them for pharmacovigilance purposes.

Clinical trials are the common way to detect
ADEs. However, some ADEs are hard to inves-
tigate through clinical trials due to their long la-
tency (Sultana et al., 2013). Additionally, regular
trials cannot cover all aspects of drug use. Through
the voluntary Post-marketing Drug Safety Surveil-
lance System (Li et al., 2014), users report their
experiences with drug usage and related safety
issues. Nevertheless, the system suffers several
limitations, such as incomplete reporting, under-
reporting, and delayed reporting.

Recent advances in automated pharmacovigi-
lance are based on collecting large amounts of
text about adverse drug events from various plat-
forms, such as medical forums (e.g., AskaPatient),
biomedical publications, and social media, and
training Natural Language Processing (NLP) mod-
els to automatically detect whether a given textual

record contains information about adverse drug re-
actions, which is usually framed as a binary classi-
fication task. Text mentions of adverse drug events
include a plethora of drug names and adverse reac-
tions. Figure 1 shows an example annotated with
concepts from the Unified Medical Language Sys-
tem (UMLS), where each identified medical concept
in the text is assigned a Concept Unique Identifier
(CUI) from UMLS. To understand the drug infor-
mation and corresponding adverse reactions, the
NLP model needs to capture abundant medical
knowledge and be able to do relational reasoning.

I feel a bit drowsy & have a little blurred vision, so
far no gastric problems.
I've been on Arthrotec 50 for over 10 years on and off,
only taking it when I needed it.

Drowsiness 
UMLS CUI: C0013144

Arthrotec 50 
UMLS CUI: C0731334

Blurred vision   
UMLS CUI: C0344232

Medical
Knowledge

Figure 1: An example of a text mentioning an ad-
verse drug event from Karimi et al. (2015). The
recognition of drugs and adverse reactions requires
medical knowledge and relational reasoning.

Early studies used rule-based methods (Xu et al.,
2010; Sohn et al., 2014) with manually built rules
or applied machine learning algorithms such as
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conditional random fields (Nikfarjam et al., 2015;
Wang et al., 2022), support vector machine (Bol-
legala et al., 2018), and neural networks (Cocos
et al., 2017; Huynh et al., 2016). These approaches
can process text with manual feature engineering
or enable automated feature learning with deep
learning methods, allowing for automated ADE de-
tection. However, they are limited in capturing rich
contextual information and relational reasoning.

Graphs are expressive and can represent various
data. For example, nodes in a graph for a collec-
tion of texts can represent various entities, such
as words, phrases, and documents, while edges
represent relationships between them. Such text
graphs, together with graph neural networks, are
widely used in NLP applications such as sentiment
classification and review rating (Yao et al., 2019;
Lin et al., 2021; Zhang et al., 2020b). Recently,
graphs have been used for text representation with
graph boosting (Shen et al., 2020) or contextual-
ized graph embeddings (Gao et al., 2022) for ADE
detection. Other works have applied knowledge
graph embeddings and link prediction to ADE pre-
diction in drug-effect knowledge graphs (Kwak et al.,
2020; Joshi et al., 2022). However, medical knowl-
edge plays an important role in ADE detection from
text, and so far, there are no studies that incorpo-
rate medical knowledge in a text graph and learn
concept-aware representations that inject medical
concepts (e.g., the UMLS concepts as illustrated
in Figure 1) into the text embeddings.

A recent model called CGEM (Gao et al., 2022),
which is close to our work, applied a heterogeneous
text graph, embodying word and document rela-
tions for an ADE corpus, to learn contextualized
graph embeddings for ADE detection. Here, we
extend the work by Gao et al. (2022) in two useful
ways. First, we show how the graph can be aug-
mented with medical knowledge from the UMLS
metathesaurus (Bodenreider, 2004) and how dif-
ferent similarity measurement methods can con-
tribute to better knowledge infusion. Second, we
deploy concept-aware self-attention that applies
different feature learning for various types of nodes.
We name our model as KnowCAGE (Knowledge-
augmented Concept-Aware Graph Embeddings).
Our contributions are thus summarized as follows:

• We introduce medical knowledge, i.e., the
UMLS metathesaurus, to augment the con-
textualized graph embedding model for repre-
sentation learning on drug adverse events.

• A concept-aware self-attention is devised to
learn discriminable features for the concept
(from the medical knowledge), word, and doc-
ument nodes.

• Experimental results evaluated in four public
datasets from medical forums, biomedical pub-

lications, and social media show our approach
outperforms recent advanced ADE detection
models in most cases.

2. Related Work

Recent advances in adverse drug event detection
use word embeddings and neural network models
to extract text features and capture the drug-effect
interaction. Many studies deploy recurrent neural
networks to capture the sequential dependency in
text. For example, Cocos et al. (2017) utilized a Bidi-
rectional Long Short-Term Memory (BiLSTM) net-
work, and Luo (2017) proposed to learn sentence-
and segment-level representations based on LSTM.
To process entity mentions and relations for ADE
detection and extraction, pipeline-based systems
(Dandala et al., 2019) and jointly learning methods
(Wei et al., 2020) are two typical approaches.

Several recent publications studied graph neural
networks for ADE detection. Kwak et al. (2020) built
a drug-disease graph to represent clinical data for
adverse drug reaction detection. GAR (Shen et al.,
2021) uses graph embedding-based methods and
adversarial learning. CGEM (Gao et al., 2022) com-
bines contextualized embeddings from pretrained
language models with graph convolutional neural
networks.

Some other studies also adopted other neu-
ral network architectures, such as capsule net-
works and self-attention mechanisms. Zhang et al.
(2020a) proposed the gated iterative capsule net-
work (GICN) using CNN and a capsule network to
extract the complete phrase information and deep
semantic information. The gated iterative unit in the
capsule network enables the clustering of features
and captures contextual information. The atten-
tion mechanism prioritizes representation learning
for the critical parts of a document by assigning
them higher weight scores. Ge et al. (2019) em-
ployed multi-head self-attention, and Wunnava et al.
(2020) developed a dual-attention mechanism with
BiLSTM to capture semantic information in the sen-
tence.

Another direction of related work is knowledge
augmentation for deep learning models. Many pub-
lications adopt knowledge graph to guide the repre-
sentation learning in various applications (Ji et al.,
2022). For example, Ma et al. (2018) injected com-
monsense knowledge into a long short-term mem-
ory network, and Liang et al. (2022) enhanced the
graph convolutional network with affective knowl-
edge to improve aspect-based sentiment analy-
sis. Knowledge injection is also used for other
applications such as hate speech detection (Pa-
mungkas et al., 2021), mental healthcare (Yang
et al., 2022), and personality detection (Poria et al.,
2013). Some other works focus on the construction
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of medical knowledge graphs and data augmenta-
tion with knowledge graphs (Sun et al., 2020; Shi
et al., 2022).

3. Methods

This section introduces the proposed graph-
based model with knowledge augmentation, i.e.,
Knowledge-augmented Concept-Aware Graph Em-
beddings (KnowCAGE), as illustrated in Figure 2.
The model consists of four components: 1)
Knowledge-augmented Graph Construction, 2) Het-
erogeneous Graph Convolution, 3) Concept-aware
Attention, and 4) Ensemble-based ADE classifica-
tion layers. Following TextGCN (Yao et al., 2019),
we construct a heterogeneous text graph, which
contains three types of nodes: words, documents,
and concepts, and we augment it with medical
knowledge from the Unified Medical Language Sys-
tem metathesaurus. Heterogeneous graph convo-
lution networks are then used to encode the text
graph and learn rich representations. We use the
contextualized embeddings from pretrained BERT
(Bidirectional Encoder Representations from Trans-
formers) (Devlin et al., 2019) to represent the node
features in the heterogenous text graph. The ad-
jacency matrix and feature matrix obtained from
the embedding layers are inputs to graph neural
network encoders, which take into account the re-
lationships and information between and within the
nodes. Considering different types of nodes, we
use a concept-aware self-attention, inspired by the
entity-aware representation learning (Yamada et al.,
2020), which treats the different types of nodes dif-
ferently, allowing the most significant content to
have the largest contribution to the final prediction.
To boost the prediction of ADE even further, we
follow the BertGCN model (Lin et al., 2021) and
apply an ensemble classifier with contextualized
embeddings on the one hand and the graph net-
works on the other, and learn a weight coefficient
to balance these two prediction branches.

3.1. Knowledge-augmented Graph
Construction

We firstly build the heterogeneous text graph for
the whole document collection by using the ex-
ternal knowledge source - UMLS - to augment
the word/document graph with concept informa-
tion. Representing text in a heterogeneous graph
can provide different perspectives for text encoding
and improve ADE detection. In the UMLS metathe-
saurus, different words or phrases are assigned
CUIs, where each CUI represents one concept
class. Every concept class has an attribute “pre-
ferred name” which is a short description or a syn-
onym of this concept. Given a document, our initial

step involves employing the longest string match
to map words or phrases in the document to CUIs.
Within the UMLS, numerous concepts may be as-
sociated with a single word or phrase. We utilize
the first concept returned by the system. Note that
we also filter out concepts falling under certain se-
mantic types, such as those related to plants and
animals, which are irrelevant to the task. As a re-
sult of this mapping strategy, only a small subset
of concepts are extracted for each dataset.

After our model leverages UMLS to retrieve the
preferred names corresponding to concepts in the
dataset, these preferred names are added to the
graph as the concept nodes. Therefore, the aug-
mented graph also contains concept nodes in ad-
dition to the word and document nodes. The num-
ber of total nodes n “ nd ` nw ` nc, where nd,
nw and nc are the numbers of documents, words,
and concepts, respectively. There are five types of
edges, i.e., word-word, word-concept, document-
concept, concept-concept, and document-word
edges. The weights of document-word edges and
document-concept edges are calculated as the
term frequency-inverse document frequency (TF-
IDF), while the weights of the other edges are de-
fined as the similarity or association between two
nodes.

Depending on the characteristics of the data set,
the most suitable way of knowledge infusion varies.
Therefore, we explore different measurement meth-
ods (represented as SIM): L1 distance, L2 distance,
Cosine distance, and Pointwise Mutual Information.
They provide distinct insights about node relations,
such as co-occurrence information or knowledge
about semantic distances.

The word encoding for distance computation is
derived from fine-tuning language model on ADE
classification. Specifically, the weight between the
node i and the node j is computed as:

Aij “

#

SIMpi, jq, SIM ą 0; i, j: word/concept
TF-IDFij, i: document, j: word/concept
0, otherwise

We use pretrained contextualized embeddings
from language models. Given the dimension of
embeddings denoted as d, the pooled output of
contextualized document encoding is denoted as
Hdoc P Rndˆd. We initialize word and concept
nodes with a zero matrix to get the initial feature
matrix which is used as input to the graph neural
network:

Hr0s “

ˆ

Hdoc

0

˙

, (1)

where Hr0s P Rpnd`nw`ncqˆd and r0s denotes the
initial layer.
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UMLS: Unified Medical Language System 
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Figure 2: An illustration of the model architecture with knowledge-augmented graph embeddings and
concept-aware representations

3.2. Heterogeneous Graph Convolution

We adopt graph neural networks over the hetero-
geneous text graph to learn complex relations be-
tween words, concepts, and documents. Specifi-
cally, given the initial input features Hr0s obtained
from pretrained language models and the adja-
cency matrix A, we update the representations via
graph convolution. A forward pass of the i-th layer
of a convolutional graph network can be denoted
as:

Hri`1s “ f
´

ÂHrisWris
¯

, (2)

where Â is the normalized adjacency matrix, Hris

are the hidden representations of i-th layer, Wris

is the weight matrix, and fp¨q is an activation
function. The KnowCAGE framework can adopt
various types of convolutional graph neural net-
works. Our experimental study chooses three rep-
resentative models, i.e., Graph Convolutional Net-
work (GCN) (Kipf and Welling, 2017), Graph At-
tention Network (GAT) (Veličković et al., 2018),
and Deep Graph Convolutional Neural Network
(DGCNN) (Zhang et al., 2018). GCN is a spectral-
based model with a fixed number of layers where
different weights are assigned to layers and the up-
date of node features incorporates information from
the node’s neighbors. It employs convolutional ar-
chitectures to get a localized first-order representa-
tion. Graph attention layers in GAT assign different
attention scores to one node’s distant neighbors
and prioritize the importance of different types of
nodes. DGCNN concatenates hidden represen-
tations of each layer to capture rich substructure
information and adopt a SortPooling layer to sort
the node features.

3.3. Concept-aware Attention Mechanism
Different types of nodes have various impacts on
the prediction of adverse drug events. Inspired
by the contextualized entity representation learn-
ing from the knowledge supervision of knowledge
bases (Yamada et al., 2020), we propose to use
a concept-aware attention mechanism that distin-
guishes the types of nodes, especially the concept
nodes, and better captures important information
related to the positive or negative ADE classes.

Two types of nodes may not have the same
impact on each other. Thus, we use different
transformations for different types of nodes in the
concept-aware attention mechanism in order to
learn concept-aware attentive representations. We
obtain key and value matrices K P Rlˆdh and
V P Rlˆdh similarly to the key and value in the self-
attention of transformer network (Vaswani et al.,
2017). Concept-aware attention has nine differ-
ent query matrices Q for concept nodes c, word
nodes w and document nodes d, i.e., Qww, Qcc,
Qdd, Qcw, Qwc, Qwd, Qdw, Qdc, and Qcd P Rlˆdh .
Then, we use Q, K and V to compute the attention
scores. For example, for i-th document and j-th
concept nodes, i.e., xi and xj P Rdh , we calculate
the attention score as:

αij “ Softmax

ˆ

pKxjqJQcdxi
?
l

˙

(3)

The concept-aware representation hi P Rl for the
i-th document is obtained as:

hi “

n
ÿ

j“1

αijVxj (4)

We can obtain the representations of word and
concept nodes in the same way. These concept-
aware representations are fed to the graph network
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as the node features in the next iteration of model
updating.

3.4. Classification Layers and Model
Training

We apply the two linear layers and a softmax func-
tion over the concept-aware document embeddings
hi to compute the probability of classifying the doc-
ument in each class pg, representing the presence
or absence of mentions of ADE in the document.
Besides, the interpolation of the prediction proba-
bility of two classifiers is adopted to combine the
prediction of graph-based modules and pretrained
language model-based predictions (Lin et al., 2021).
We use a similar classification module to process
the contextualized embeddings from the pretrained
language model (the upper branch in Fig. 2) and de-
note the corresponding classification probabilities
by pc. A weight coefficient λ P r0, 1q is introduced
to balance the results from graph-based encoding
and contextualized models:

p “ λpg ` p1 ´ λqpc. (5)

This interpolation strategy can also be viewed as a
weighted ensemble of two classifiers.

ADE detection is a binary classification task, and
the classes are highly imbalanced in most datasets.
To complicate the matter further, most datasets con-
tain only a small number of samples, making the
downsampling method to balance the classes inap-
propriate. This study applies the weighted binary
cross-entropy loss function to alleviate this problem.
The weighted loss function is denoted as:

L “

N
ÿ

i“1

r´w`yi logppiq ´ w´p1 ´ yiq logp1 ´ piqs , (6)

where w` “ N1

N0`N1
and w´ “ N0

N0`N1
are weights

of documents predicted as positive or negative sam-
ples respectively, N0 and N1 are the numbers of
negative/positive samples in the training set, and yi
is the ground-truth label of a document. The Adam
optimizer (Kingma and Ba, 2015) is used for model
optimization.

4. Experimental Setup

Our goal is to conduct experiments on four ADE
datasets and answer the following research ques-
tions.

RQ1: How does the proposed model perform in
ADE detection on texts from various sources,
compared to other methods?

RQ2: How does the heterogeneous graph convo-
lution with knowledge augmentation improve
the accuracy of ADE detection?

RQ3: Does the concept-aware attention improve
the accuracy of the heterogeneous graph con-
volution to detect ADE?

In this section, we will describe the setup of the ex-
periments, and in the next section, we will present
the results of the experiments.

4.1. Data and Preprocessing
We used four datasets from the medical forum,
biomedical publications, and social media, as sum-
marized in Table 1, for evaluation. We preprocess
data by removing stop words, punctuation, and
numbers. For the data collected from Twitter, we
use the tweet-preprocessor Python package 1 to
remove URLs, emojis, and some reserved words
for tweets.

Table 1: A statistical summary of datasets

Dataset Documents ADE non-ADE
SMM4H 2,418 1,209 1,209
TwiMed-Pub 1,000 191 809
TwiMed-Twitter 625 232 393
CADEC 7,474 2,478 4,996

TwiMed (TwiMed-Twitter and TwiMed-Pub) 2 The
TwiMed dataset (Alvaro et al., 2017) includes two
sets collected from different domains, i.e., TwiMed-
Twitter from social media and TwiMed-Pub for
biomedical publications. In each document, peo-
ple from various backgrounds annotate diseases,
symptoms, drugs, and their relationships. A docu-
ment annotated as outcome-negative is regarded
as an adverse drug event. Models are tested using
10-fold cross-validation.
SMM4H 3 This dataset from Social Media Min-
ing for Health Applications (#SMM4H) shared
tasks (Magge et al., 2021) is collected from Twit-
ter with a description of drugs and diseases. We
use the official validation set to evaluate the model
performance for a fair comparison with baseline
models developed in the SMM4H shared task.
CADEC 4 The CSIRO Adverse Drug Event Cor-
pus contains patient-reported posts from a medical
forum called AskaPatient (Karimi et al., 2015). It in-
cludes extensive annotations on drugs, side effects,
symptoms, and diseases. We use 10-fold cross-
validation to evaluate the model’s performance.

1https://pypi.org/project/
tweet-preprocessor/

2https://github.com/nestoralvaro/
TwiMed

3https://healthlanguageprocessing.org/
smm4h-2021/task-1/

4https://data.csiro.au/collection/
csiro:10948

https://pypi.org/project/tweet-preprocessor/
https://pypi.org/project/tweet-preprocessor/
https://github.com/nestoralvaro/TwiMed
https://github.com/nestoralvaro/TwiMed
https://healthlanguageprocessing.org/smm4h-2021/task-1/
https://healthlanguageprocessing.org/smm4h-2021/task-1/
https://data.csiro.au/collection/csiro:10948
https://data.csiro.au/collection/csiro:10948
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4.2. Baselines and Evaluation

We compare the performance of our method with
two sets of baseline models: 1) models designed
for ADE detection and 2) pretrained contextualized
models, and report Precision (P), Recall (R), and
F1-score.

Customized models for ADE detection are as fol-
lows. CNN-Transfer (Li et al., 2020) (CNN-T for
short) and ATL (Li et al., 2020) both exploited ad-
versarial transfer learning, but they applied various
feature extractors. Variants of attention mecha-
nisms are designed and utilized in HTR-MSA (Wu
et al., 2018), IAN (Alimova and Solovyev, 2018),
MSAM (Zhang et al., 2019), and ANNSA (Zhang
et al., 2021). CGEM (Gao et al., 2022) is a prede-
cessor of our work, which developed a contextual-
ized graph-based model.

The previously mentioned ADE detection base-
lines did not use the SMM4H dataset in their exper-
iments. Therefore, we compare our model with pre-
trained language models. We use the base version
of pretrained models for a fair comparison. Yaseen
and Langer (2021) combined the LSTM network
with the BERT text encoder (Devlin et al., 2019) for
ADE detection. We denote it as BERT-LSTM. Pim-
palkhute et al. (2021) introduced a data augmen-
tation method and adopted the RoBERTa text en-
coder with additional classification layers (Liu et al.,
2019) for ADE detection, denoted as RoBERTa-aug.
Kayastha et al. (2021) utilized the domain-specific
BERTweet (Nguyen et al., 2020) that is pretrained
with English Tweets using the same architecture as
BERT-base and classified ADE with a single-layer
BiLSTM network, denoted as BERTweet-LSTM.

Furthermore, Large Language Models (LLMs)
have demonstrated remarkable proficiency across
various NLP tasks. In this study, we specifically
investigate the zero-shot capabilities of GPT-4 Ope-
nAI (2023) across four distinct datasets. We utilize
the following prompt: "Here are documents from
[name and a short description about the dataset].
Determine if the following text contains adverse
drug events (ADEs), with the answer being either
‘yes’ or ‘no’.".

4.3. Hyper-parameters

Table 2 shows the hyper-parameters we tuned in
our experiments, where LR is the learning rate.
When the number of iterations exceeds a certain
threshold, the learning rate scheduler decays the
learning rate by the parameter γ. In our experiment,
we set γ and the iteration milestone to 0.1 and 30,
respectively.

Table 2: Choices of hyper-parameters

Hyper-parameters Choices
LR for text encoder 2e´5, 3e´5, 1e´4

LR for classifier 1e´4, 5e´4, 1e´3

LR for graph-based models 1e´3, 3e´3, 5e´3

Hidden dimension for GNN 200, 300, 400
Weight coefficient λ 0, 0.1 0.3, 0.5, 0.7, 0.9

5. Results

5.1. Comparison with Baselines in
Different Domains (RQ1)

We compare our model’s predictive performance
with baseline models on the TwiMed (Table 3),
SMM4H (Table 4) and CADEC (Table 5) datasets.
The results of GPT-4 are obtained in a zero-shot set-
ting, while the results of other baselines are taken
directly from the original papers. However, some
of the baselines did not conduct experiments on all
four datasets. Our proposed model outperforms
baseline models, in most cases, demonstrating its
effectiveness in ADE detection from texts in various
domains (RQ1). It is worth noting that while GPT-4
shows robust natural language understanding ca-
pabilities, its zero-shot performance on this task
falls short of the effectiveness demonstrated by our
fine-tuned knowledge-augmented model.

We observed that GPT-4 exhibits a tendency
to erroneously identify the presence of ADEs in
this task, resulting in a notably low recall value.
Our model achieves a more balanced precision-
recall trade-off, leading to higher F1 scores. Table 5
shows that our model consistently outperforms the
baselines. Our proposed model can capture rich
features to identify a document containing ADEs.

5.2. Usefulness of the Knowledge
Augmented Graph Convolution
(RQ2)

Here, we investigate in more detail how the hetero-
geneous graph convolution with knowledge aug-
mentation can help with ADE detection (RQ2). In
Table 3, most models such as HTR-MSA, IAN,
CNN-T and ATL perform worse on TwiMed-Twitter
dataset, showing that it is difficult to process infor-
mal tweets with colloquial language. However, the
graph-based encoder in our model helps in effec-
tively encoding information from the informal text,
resulting in a better ability to capture the relation-
ships between different entities, improving perfor-
mance in most cases. Table 4 compares our model
with several pretrained BERT-based models. Our
model differs from the pretrained models by addi-
tion employing the GNN architectures in addition to
the pretrained embeddings, and the results suggest
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Table 3: Results for two TwiMed datasets, i.e., TwiMed-Pub and TwiMed-Twitter. Scores are reported with
the mean of 10-fold cross validation following the setup of baselines for our approach. The results of
customized models are from the corresponding publications. Results of GPT-4 are derived in a zero-shot
setting. Bold text indicates the best performance.

Models TwiMed-Pub TwiMed-Twitter
P (%) R (%) F1 (%) P (%) R (%) F1 (%)

HTR-MSA (Wu et al., 2018) 75.0 66.0 70.2 60.7 61.7 61.2
IAN (Alimova and Solovyev, 2018) 87.8 73.8 79.2 83.6 81.3 82.4
CNN-T (Li et al., 2020) 81.3 63.9 71.6 61.8 60.0 60.9
MSAM (Zhang et al., 2019) 85.8 85.2 85.3 74.8 85.6 79.9
ATL (Li et al., 2020) 81.5 67.0 73.4 63.7 63.4 63.5
CGEM (Gao et al., 2022) 88.4 85.0 86.7 84.2 83.7 83.9
GPT-4 (OpenAI, 2023) 89.2 85.4 87.0 76.1 85.3 80.1
KnowCAGE (GCN) 88.8 85.8 87.3 84.1 84.0 84.0
KnowCAGE (GAT) 89.6 83.4 86.4 84.8 84.1 84.4
KnowCAGE (DGCNN) 88.7 83.7 86.1 83.5 84.1 83.8

Table 4: Results of SMM4H dataset. For our ap-
proach, scores are reported for the best-performing
results, which follows the setup of baselines. Re-
sults from GPT-4 are obtained from a zero-shot
setting, while results of other baselines are from
the corresponding publications. Bold text indicates
the best performance.

Models P (%) R (%) F1 (%)

BERTweet-LSTM (Kayastha et al., 2021) 81.2 86.2 83.6
RoBERTa-aug (Pimpalkhute et al., 2021) 82.1 85.7 84.3
BERT-LSTM (Yaseen and Langer, 2021) 77.0 72.0 74.0
CGEM (Gao et al., 2022) 86.7 93.4 89.9
GPT-4 (OpenAI, 2023) 62.4 96.7 75.9
KnowCAGE (GCN) 85.3 95.9 90.3
KnowCAGE (GAT) 85.4 94.6 89.8
KnowCAGE (DGCNN) 87.2 97.0 91.8

Table 5: Results for CADEC dataset. For our ap-
proach, scores are reported with the mean of 10-
fold cross validation following the setup of baselines.
Results of GPT-4 are obtained in a zero-shot set-
ting, while results of other baselines are from the
corresponding publications. Bold text indicates the
best performance.

Models P (%) R (%) F1 (%)

HTR-MSA (Wu et al., 2018) 81.8 77.6 79.7
CNN-T (Li et al., 2020) 84.8 79.4 82.0
ATL (Li et al., 2020) 84.3 81.3 82.8
ANNSA (Zhang et al., 2021) 82.7 83.5 83.1
GPT-4 (OpenAI, 2023) 68.6 83.0 75.1
KnowCAGE (GCN) 86.6 90.8 88.7
KnowCAGE (GAT) 87.1 89.7 88.4
KnowCAGE (DGCNN) 87.1 93.9 90.4

the GNN can further improve models’ performance
on this task. Compared with another graph-based
model, CGEM, our method applies knowledge aug-
mentation to incorporate concept information into
graph learning, which is also seen to improve the
performance of ADE detection in most cases.

During the graph construction process, we apply
four different computational methods, L1 distance,

L2 distance, Cosine distance, and Pointwise Mutual
Information (PMI), to derive weights of word-word
edges, word-concept edges, and concept-concept
edges. These methods measure the association
between words from various perspectives. PMI fo-
cuses on the co-occurrence of each word pair, while
others consider the words’ semantic distances. Fig-
ure 3 shows the effects of these measurements.
For TwiMed-Pub and TwiMed-Twitter, the utilization
of PMI when graph construction yields the best per-
formance. It shows that the incorporation of word
co-occurrence information achieves better graph
representation for these two datasets. In contrast,
distance-based computational methods of edge
weights produce the optimal results for datasets
with more training samples, such as SMM4H and
CADEC datasets, suggesting that the choice of
measurement should be conditional upon the spe-
cific characteristics of the datasets.

Additionally, we examine three graph architec-
tures to study which one is most suitable for the
ADE detection task. Similar to the selection of edge
weights, the sample size of the dataset affects the
choice of graph architectures. For datasets con-
taining more training samples (i.e., SMM4H and
CADEC datasets), DGCNN performs better. When
the number of training samples is small, GCN and
GAT achieve better performance. Hence, we con-
clude that the graph-based encoding method im-
proves the performance. However, we also no-
tice that none of the examined graph architectures
consistently outperforms the others on all three
datasets from different domains.

5.3. Effectiveness of the Concept-Aware
Attention (RQ3)

We examine the effectiveness of concept-aware
attention by comparing it with two other atten-
tion mechanisms, i.e., simple dot-product attention
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Figure 3: The effect of different computational methods for weights of edges.

(Gao et al., 2022) and structured self-attention (Lin
et al., 2017). Table 6 shows that concept-aware
attention consistently achieves the best F1 score
on four datasets. The concept-aware attention dis-
tinguishes different types of nodes from the het-
erogeneous graph and makes the overall model
better utilize the knowledge augmentation from the
ULMS.

5.4. Case Study

By adopting Concept-Aware attention, crucial
words and concepts can be effectively highlighted,
which ultimately improves the classification perfor-
mance of the model. Meanwhile, this attention
mechanism also improves the model’s explainabil-
ity, as it provides explicit insight into the importance
of words and concepts through their correspond-
ing attention scores. In this section, we present a
case study to demonstrate the effect of Concept-
Aware Attention. We select one positive sample
and one negative sample from the SMM4H dataset,
respectively. They are both accurately classified
by the proposed model, where Concept-Aware At-
tention allows important words and concepts to be
highlighted.

We visualize it by employing the node cloud. In
Figure 4, distinct colors distinguish word nodes
from concept nodes. Node sizes correspond to
their contribution when classifying the document;
thus, nodes that are more important to the doc-
ument will be shown in larger sizes. We set a
threshold to ensure that only nodes of sufficient
importance will be in the figure.

Figure 4a presents the node cloud for the doc-
ument “debating on taking a trazodone and lit-
erally passing out for the day”. The document
is a positive sample containing the implications of
the adverse effects. The figure’s blue-shaded word
nodes can be grouped into five categories: words
containing the meaning of “side effects”; names
of medicines for depression, adverse effects; de-
pression symptoms; and others. The model learns
enough knowledge related to the symptoms and
side effects of a certain disease. Moreover, the
integration of concept-aware attention enhances

the model’s focus on concepts indicating adverse
effects. Red concept nodes shown in the figure are
identified to be closely related to the document by
the model. They are centered around side effects
and depression, emphasizing that the incorpora-
tion of concept-aware attention facilitates a better
understanding of concept-level information by the
model.

The node cloud for the negative document “i
don’t get why they make stuff like cymbalta to
decrease the suicide rate, when there are bunch
of precautions about how it may kill you.” is vi-
sualized in Figure 4b. Negative documents are
more likely to be misclassified in this task than pos-
itive documents. Because negative documents of-
ten contain: (a) descriptions of disease symptoms,
which are easily mistaken for adverse drug effects;
(b) negative sentiments towards drugs, without de-
scriptions of adverse effects. The example in Figure
4b corresponds to case (b). However, with the incor-
poration of concept-aware attention, the model fo-
cuses more on the word nodes and concept nodes
that represent the meaning of the document itself
without mistakenly associating information related
to adverse effects. Therefore, contrary to the exam-
ple in Figure 4a, most nodes shown in Figure 4b
lack a direct relation to “adverse effects”. Instead,
these nodes mainly correspond to symptoms of
depression and the term “suicide”.

6. Conclusion

The automated detection of adverse drug events
from social media content or biomedical literature
requires the model to encode text information and
capture the relation between drugs and adverse
effects efficiently. This paper utilizes knowledge-
augmented contextualized graph embeddings to
learn contextual information and capture relations
for ADE detection. We equip different graph con-
volutional networks with pretrained language rep-
resentations over the knowledge-augmented het-
erogeneous text graph and develop concept-aware
attention to optimally process the different types of
nodes in the graph. By comparing our model with
other baseline methods, experimental results show
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Table 6: Comparison on the choices of attention mechanisms

Datasets dot-product attention structured attention concept-aware attention
P (%) R (%) F1 (%) P (%) R (%) F1 (%) P (%) R (%) F1 (%)

SMM4H 86.0 94.2 89.9 85.0 95.4 89.3 89.9 97.0 91.8
TwiMed-Pub 87.9 84.5 86.2 88.9 82.9 85.8 88.8 85.8 87.3
TwiMed-Twitter 84.5 82.2 83.4 83.0 81.8 82.4 84.8 84.1 84.4
CADEC 86.7 89.1 87.9 84.3 88.2 86.2 87.1 93.9 90.4

(a) An example of a positive document

(b) An example of a negative document

Figure 4: A visualization of the concept-aware at-
tention in the form of node cloud

that graph-based embeddings incorporating con-
cept information from the UMLS can inject medical
knowledge into the model and the concept-aware
attention can learn richer concept-aware represen-
tations, leading to better detection performance.
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