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Abstract
Neural language models have exhibited outstanding performance in a range of downstream tasks. However, there
is limited understanding regarding the extent to which these models internalize syntactic knowledge, so that various
datasets have recently been constructed to facilitate syntactic evaluation of language models across languages.
In this paper, we introduce JCoLA (Japanese Corpus of Linguistic Acceptability), which consists of 10,020
sentences annotated with binary acceptability judgments. Specifically, those sentences are manually extracted
from linguistics textbooks, handbooks and journal articles, and split into in-domain data (86 %; relatively simple
acceptability judgments extracted from textbooks and handbooks) and out-of-domain data (14 %; theoretically
significant acceptability judgments extracted from journal articles), the latter of which is categorized by 12 linguistic
phenomena. We then evaluate the syntactic knowledge of 9 different types of Japanese and multilingual language
models on JCoLA. The results demonstrated that several models could surpass human performance for the
in-domain data, while no models were able to exceed human performance for the out-of-domain data. Error
analyses by linguistic phenomena further revealed that although neural language models are adept at handling
local syntactic dependencies like argument structure, their performance wanes when confronted with long-distance
syntactic dependencies like verbal agreement and NPI licensing.
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1. Introduction

Neural language models, especially Transformer-
based language models (Vaswani et al., 2017),
have exhibited outstanding performance in a range
of downstream tasks (Wang et al., 2018, 2019),
yet there is limited understanding regarding the
extent of linguistic knowledge these models have
internalized. Several studies have explored the
syntactic competence of language models through
acceptability judgment tasks (e.g., Linzen et al.,
2016; Marvin and Linzen, 2018). These and other
related studies are critical as they mark the be-
ginning of syntactic evaluations of language mod-
els, but they were limited in the scope of lin-
guistic phenomena. In more recent times, re-
searchers have constructed extensive datasets to
facilitate more comprehensive syntactic evalua-
tions (Warstadt et al., 2019, 2020; Xiang et al.,
2021; Trotta et al., 2021; Mikhailov et al., 2022).
Nonetheless, the majority of these investigations
have centered around English and other Euro-
pean languages (Gulordava et al., 2018; Warstadt
et al., 2019, 2020; Wilcox et al., 2018), with only
a handful expanding their scope to encompass
non-European languages (Gulordava et al., 2018;
Ravfogel et al., 2018). Notably, an even smaller
number of studies have addressed a broad spec-
trum of linguistic phenomena in languages other
than English (Trotta et al., 2021; Xiang et al., 2021;
Mikhailov et al., 2022).

In this paper, we introduce JCoLA (Japanese
Corpus of Linguistic Acceptability) 1, which con-

1Our dataset, JCoLA, is publicly available at

sists of 10,020 sentences with acceptability judg-
ments by linguists. Specifically, those sentences
are manually extracted from linguistics textbooks,
handbooks and journal articles, and split into in-
domain data (86 %; relatively simple acceptabil-
ity judgments extracted from textbooks and hand-
books) and out-of-domain data (14 %; theoreti-
cally significant acceptability judgments extracted
from journal articles), the latter of which is cat-
egorized by 12 linguistic phenomena. We then
evaluate the syntactic knowledge of 9 different
types of Japanese and multilingual language mod-
els on JCoLA. The results demonstrated that sev-
eral models could surpass human performance for
the in-domain data, while no models were able to
exceed human performance for the out-of-domain
data. Error analyses by linguistic phenomena fur-
ther revealed that although neural language mod-
els are adept at handling local syntactic depen-
dencies like argument structure, their performance
wanes when confronted with long-distance syntac-
tic dependencies like verbal agreement and NPI
licensing.

2. Related Work

Acceptability judgment is a crucial aspect of hu-
man linguistic competence. It refers to the innate
ability of individuals to differentiate between sen-

https://github.com/osekilab/JCoLA. JCoLA is
adopted as one of six tasks of JGLUE (Kurihara et al.,
2022), a benchmark for natural language understanding
(NLU) in Japanese.

https://github.com/osekilab/JCoLA
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Language Binary Acceptability Judgment Minimal Pairs

English CoLA (Warstadt et al., 2019) BLiMP (Warstadt et al., 2020)

Italian ItaCoLA (Trotta et al., 2021)

Chinese CLiMP (Xiang et al., 2021)

Russian RuCoLA (Mikhailov et al., 2022)

Japanese JCoLA (This work) JBLiMP (Someya and Oseki, 2023)

Table 1: Comparison of JCoLA and other existing datasets. As of now, there are no languages other
than English for which both CoLA-style and BLiMP-style datasets are available.

tences that are grammatically correct and those
that are not, even without any explicit training in
grammar. For instance, when presented with two
sentences, individuals can intuitively recognize
which one is more acceptable or natural-sounding.
Such judgments are considered the primary be-
havioral measure used by generative linguists to
study the underlying structure of language in hu-
mans (Chomsky, 1957). By examining acceptabil-
ity judgments, linguists can gain insights into the
rules that govern language and how these rules
are applied by speakers of a particular language.

Historically, the evaluation of language models
has been conducted using metrics such as per-
plexity, or based on how well the models perform
on specific downstream tasks, as seen in bench-
marks like GLUE (Wang et al., 2018). However, in
recent years, there have been efforts to assess the
syntactic knowledge of language models through
acceptability judgment tasks.

Linzen et al. (2016) first employed minimal pairs
to examine how well LSTM language models could
capture subject-verb agreement in English.

(1) The key is on the table.
(2) * The key are on the table.

This and other related studies are critical as they
mark the beginning of syntactic evaluations of lan-
guage models. However, they were limited in the
scope of linguistic phenomena considered (e.g.,
Marvin and Linzen, 2018; Futrell et al., 2019; Gu-
lordava et al., 2018).

In light of this, more recent approaches intro-
duced large-scale acceptability judgment corpora
for targeted syntactic evaluations of language mod-
els (Warstadt et al., 2019, 2020). Similar to Linzen
et al. (2016), Warstadt et al. (2020) constructed
BLiMP (Benchmark of Linguistic Minimal Pairs) as
a dataset employing minimal pairs. BLiMP con-
sists of 67,000 minimal pairs automatically gen-
erated across 12 types of linguistic phenomena.
This enables the evaluation of language models
on a wide range of linguistic phenomena, not lim-
ited to subject-verb agreement. Furthermore, sim-
ilar datasets have been developed for languages

other than English, allowing for comparable eval-
uations across various languages (Xiang et al.,
2021; Someya and Oseki, 2023).

Concurrently, there is also an approach to tar-
geted syntactic evaluations of language models
that does not rely on minimal pairs but instead eval-
uates language models with binary classification
tasks based on acceptability. CoLA (Corpus of Lin-
guistic Acceptability; Warstadt et al. (2019)) is the
first corpus that achieves this, a dataset built by
collecting sentences from syntax textbooks, hand-
books, and linguistics journals. Similar datasets
to CoLA have also been emerging for languages
other than English (Trotta et al., 2021; Mikhailov
et al., 2022), though none exist for Japanese as of
yet (cf. Table 1).

3. JCoLA

In this study, we introduce JCoLA (Japanese
Corpus of Linguistic Acceptability), which will be
the first large-scale acceptability judgment task
dataset focusing on Japanese. JCoLA consists
of sentences from textbooks and handbooks on
Japanese syntax, as well as from journal articles
on Japanese syntax that are published in JEAL
(Journal of East Asian Linguistics), one of the pres-
tigious journals in theoretical linguistics.

3.1. Data Collection
Sentences in JCoLA were collected from promi-
nent textbooks and handbooks focusing on
Japanese syntax. In addition to the main text, ex-
ample sentences included in the footnotes were
also considered for collection. We also collected
acceptability judgments from journal articles on
Japanese syntax published in JEAL (Journal of
East Asian Linguistics): one of the prestigious
journals in theoretical linguistics. Specifically, we
examined all the articles published in JEAL be-
tween 2006 and 2015 (133 papers in total), and ex-
tracted 2,252 acceptability judgments from 26 pa-
pers on Japanese syntax (Table 2). Acceptability
judgments include sentences in appendices and
footnotes, but not sentences presented for anal-
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yses of syntactic structures (e.g. sentences with
brackets to show their syntactic structures). As a
result, a total of 11,984 example sentences were
collected. Using this as a basis, JCoLA was con-
structed through the methodology explained in the
following sections.

Source N %

Gunji (1987) 301 88.0
Inoue (1976a,b) 1805 86.2
Kuno (1973) 1553 78.0
Kuroda (1965) 332 91.6
Kuroda (1992) 681 85.5
Miyagawa (2008) 591 82.7
Shibatani (1976) 2209 83.3
Shibatani (1990) 387 90.2
Tsujimura (1999) 531 75.9
Tsujimura (2013) 259 81.1
In-Domain 8649 83.4

Abe (2011) 15 53.3
Asano and Ura (2010) 92 63.0
Bobaljik and Wurmbrand (2007) 11 72.7
Grosu (2010) 11 18.2
Grosu and Landman (2012) 8 62.5
Hayashishita (2009) 34 76.5
Ivana and Sakai (2007) 38 73.7
Kishida and Sato (2012) 81 77.8
Kishimoto (2008) 204 71.1
Kishimoto (2012) 90 61.1
Miyamoto (2009) 17 94.1
Nishigauchi (2014) 68 94.1
Oshima (2006) 25 96.0
Saito et al. (2008) 32 78.1
Sawada (2013) 40 95.0
Shibata (2015) 72 80.6
Shimoyama (2014) 51 92.2
Sudo (2015) 133 65.4
Takahashi (2006) 26 57.7
Takahashi (2010) 29 79.3
Takano (2011) 41 90.2
Takita (2009) 6 16.7
Tenny (2006) 45 93.3
Tomioka (2009) 15 60.0
Tsujioka (2011) 67 56.7
Watanabe (2010) 27 81.5
Watanabe (2013) 93 64.5
Out-of-Domain 1371 73.2

Total 10,020 82.0

Table 2: The number of sentences in JCoLA by
source. N is the number of sentences in a source.
% is the percent of the acceptable sentences in a
source. While In-Domain sources are textbooks
and handbooks on Japanese syntax, while all the
sources listed above as Out-of-Domain are journal
articles published in JEAL.

3.2. Data Preparation

3.2.1. Data Preprocessing

Among the sentences extracted through the above
method, there were sentences that were not ap-
propriate for JCoLA, a binary classification dataset
based on single-sentence acceptability judgments.
We either remove or modify these sentences in
preprocessing. First, sentences labeled with ‘?’,
‘#’, ‘%’, or ‘(?)’ were removed. Additionally, sen-
tences that did not have such labels but were noted
to have variable acceptability depending on the
speaker were also removed. Furthermore, dupli-
cates, examples that were not single-sentence ac-
ceptability judgments, those containing inappropri-
ate vocabulary, and examples whose unaccept-
ability depends on the context were eliminated.
Lastly, some sentences were found to be incom-
plete. In these cases, they were supplemented
to form complete sentences, ensuring that the ac-
ceptability did not change. (e.g., John’s book ->
John’s book is red.)

3.2.2. Categorization

A part of the data is annotated based on linguistic
phenomena in order to analyze each phenomenon
in detail. We categorize the 12 phenomena in
JCoLA as follows (Table 3):

Phenomenon # Sentences

ARGUMENT STRUCTURE 545
FILLER-GAP 257

MORPHOLOGY 159
NOMINAL STRUCTURE 150

QUANTIFIER 127
VERBAL AGREEMENT 105

BINDING 101
ELLIPSIS 44

ISLAND EFFECTS 19
NPI/NCI 12

CONTROL/RAISING 11
SIMPLE 71

Table 3: Number of sentences by phenomenon
in out-of-domain data. Note that the examples in
JCoLA could be categorized into multiple phenom-
ena.

Argument Structure: acceptability judgements
based on the order of arguments (3a) and case
marking (3b).

(3) a. Ken-ni
Ken-DAT

tegami-ga
letter-NOM

todoita.
reached

‘A letter reached Ken.’
b. * Taroo-ga

Taroo-NOM
Hanako-o
Hanako-ACC

au.
see
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‘*Taroo sees Hanako’

Binding: acceptability judgements based on the
binding of noun phrases. For instance, this in-
cludes reflexive binding (4a) and the coreference
resolution of anaphors (4b).

(4) a. Ken-ga
Ken-NOM

zibun-no
self-GEN

heya-ni
room-DAT

modotta
returned
‘Ken returned to his room.’

b. ?* Hazimete
for-the-first-time

soitu-ni
him-DAT

au
see

hito-ga
person-NOM

kenasu
criticize

no-wa
that-TOP

dare-o
who-ACC

desu
is

ka?
Q

‘?*Who is it that people who see him
for the first time criticize?’

Control/Raising: acceptability judgements based
on predicates that are categorized as control or
raising.

(5) John-wa
John-TOP

ie-o
house-ACC

tukuri-sokoneta
make-to-fail-PAST

‘John failed to make a house.’

Ellipsis: acceptability judgements based on the
possibility of omitting elements in the sentences.
For instance, this includes nominal (6a) and ad-
junct ellipsis (6b).

(6) a. Taroo-ga
Taroo-NOM

zibun-o
self-ACC

hihansita-ra
criticized-when

Hanako-wa
Hanako-TOP

hometa.
praised
‘When Taroo criticized himself,
Hanako praised.’

b. * Taroo-ga
Taroo-NOM

sono
that

riyuu
reason

de
for

kaikosareta
was-fired

atode,
after

Hanako-mo
Hanako-also

kaikosareta.
was-fired
‘*After Taroo was fired for that rea-
son, Hanako was fired too.’

Filler-gap: acceptability judgements based on the
dependency between the moved element and the
gap. For instance, this includes comparatives (7a)
and cleft sentences (7b).

(7) a. Mary-wa
Mary-TOP

John-ga
John-NOM

kaita
wrote

yori
than

nagai
long

ronbun-o
paper-ACC

kaita.
wrote

‘Mary wrote a longer paper than John
wrote’

b. Taroo-ga
Taroo-NOM

atta
saw

no-wa
that-TOP

Hanako-ni
Hanako-DAT

da.
is
‘It was Hanako that Taroo saw.’

Island Effects: acceptability judgements based
on the restrictions on filler-gap dependencies such
as wh-movements.

(8) * Taroo-wa
Taroo-TOP

Hanako-ga
Hanako-NOM

naze
why

kare-no
he-GEN

tegami-o
letter-ACC

suteta
discarded

kara
because

okotteiru
be.angry

no?
C

‘*Why is Taro angry because Hanako
discarded his letter?’

Morphology: acceptability judgements based on
the morphology. For instance, it includes idioms.

(9) Taroo-no
Taroo-GEN

kotoba-wa
words-TOP

hi-ni
fire-DAT

abura-o
oil-ACC

sosoida.
pour
‘Taroo’s words made the situation worse’

Nominal Structure: acceptability judgements
based on the internal structure of noun phrases.

(10) amen-no
rainy

hi-wa
day-TOP

kiraida
hate.be

‘I hate rainy days.’

NPI/NCI: acceptability judgements based on the
restrictions on where negative polarity/concord
items (NPIs/NCIs) can appear. For instance, NCIs
include daremo.

(11) Daremo
who-MO

monku-o
complaint-ACC

iw-anakat-ta.
say-NEG-PAST

‘Nobody complained.’

Quantifier: acceptability judgements based on
the distribution of quantifiers such as floating quan-
tifiers.

(12) John-wa
John-TOP

hon-o
book-ACC

san-satsu
three-CL

katta.
bought

‘John bought three books.’

Verbal Agreement: acceptability judgements
based on the dependency between subjects and
verbs. Japanese doesn’t have the same kind of
subject-verb agreement as in English. Instead,
this includes the linguistic phenomena such as
subject honorification where the social status of
subjects are reflected in the morphology of verbs.
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(13) a. Ito-sensei-ga
Ito-teacher-NOM

Mary-o
Mary-ACC

o-home-ni-nat-ta.
HON-praise-LV-PAST
‘Prof. Ito praised Mary.’

b. * Mary-ga
Mary-NOM

Ito-sensei-o
Ito-teacher-ACC

o-home-ni-nat-ta.
HON-praise-LV-PAST
‘Mary praised Prof. Ito.’

Simple: acceptability judgements that do not
have marked syntactic structures. For instance, it
includes a simple transitive sentence.

(14) John-ga
John-NOM

hon-o
book-ACC

yonda
read

‘John read a book.’

Sentences that do not fall into these 12 phenom-
ena were deleted.

Note that the examples in JCoLA could be cat-
egorized in multiple phenomena. For example,
the following sentence includes a classifier mit-tu
‘three’, which is a quantifier-binder and a variable
soko ‘it’, which gets a bound variable interpretation.
Thus, this is a combination of binding and quanti-
fier phenomena.

(15) Mit-tu-izyoo-no
3-CL-or.more-GEN

kaisya-o
company-ACC

soko-no
it-GEN

syain-ga
employee-NOM

hihansi-ta
criticized-PAST

‘Three companies, its employee(s) criti-
cized.’

3.3. Data Validation
As a reference for the upper limit of accuracy
in JCoLA, human acceptability judgment experi-
ments were conducted on Lancers2 with a subset
of the JCoLA data. Specifically, we conducted
acceptability judgment experiments on 200 sen-
tences sampled from the in-domain data and all
the sentences in the out-of-domain data, making a
total of 1,951 sentences. To reduce the burden on
each annotator, the sentences were divided into
38 groups of 50 sentences and one group of 51
sentences. Each annotator performed a forced-
choice binary acceptability judgment task on 50 or
51 sentences. For the out-of-domain data, if the re-
sults of the acceptability judgment experiment did
not match between the human majority vote and
the JCoLA annotation, that data was removed. As
a result, 380 instances were deleted, leaving 1,371
instances in the out-of-domain data. The results
showed that for the in-domain data, the individual

2https://www.lancers.jp/

agreement with JCoLA was 75.9%, and the major-
ity vote agreement with JCoLA was 79.5%. For the
out-of-domain data, the individual agreement with
JCoLA was 85.4%, and the majority vote agree-
ment with JCoLA was 100.0% (due to the afore-
mentioned data removal).

3.4. Data Split
While CoLA includes out-of-domain data in addi-
tion to the standard train/dev/test splits to assess
whether overfitting occurs to specific sources or lin-
guistic phenomena within the training data, JCoLA
will also incorporate out-of-domain data. However,
in JCoLA, the data collected from journal articles in
JEAL are designated as out-of-domain. This is be-
cause JCoLA aims to evaluate whether language
models can generalize to more complex linguistic
phenomena (cf. Class III judgement, see Marantz
2005; Linzen and Oseki 2018) after learning rel-
atively simple grammatical rules (Class II judge-
ment). The in-domain data is split into training
data (6,919 instances), development data (865 in-
stances), and test data (865 instances). On the
other hand, the out-of-domain data is only used
for evaluation, and divided into development data
(685 instances) and test data (686 instances).

4. Experiments

4.1. Models
In this paper, we evaluate some pretrained
Japanese and multilingual neural language mod-
els on JCoLA. Specifically, we evaluate nine differ-
ent neural language models provided by different
organizations, which are different in size, method
of morphological analysis and tokenization, and
training corpus. Additionally, to provide a bench-
mark for state-of-the-art language models, we also
conduct evaluations on GPT-4 and GPT-3.5-turbo.

BERT We evaluate three different types of BERT
language models provided by Tohoku Univer-
sity NLP group3: Tohoku BERTBASE

4, Tohoku
BERT-charBASE

5 and Tohoku BERTLARGE
6. These

models are trained on the Japanese version
of Wikipedia. The texts are first tokenized by
MeCab (Kudo et al., 2004) and then split into sub-
words by BPE (Sennrich et al., 2016).7 Tohoku

3https://github.com/cl-tohoku
4https://huggingface.co/cl-tohoku/

bert-base-japanese-v2
5https://huggingface.co/cl-tohoku/

bert-base-japanese-char-v2
6https://huggingface.co/cl-tohoku/

bert-large-japanese
7For Tohoku BERT-charBASE, the texts are seg-

mented into characters.

https://www.lancers.jp/
https://github.com/cl-tohoku
https://huggingface.co/cl-tohoku/bert-base-japanese-v2
https://huggingface.co/cl-tohoku/bert-base-japanese-v2
https://huggingface.co/cl-tohoku/bert-base-japanese-char-v2
https://huggingface.co/cl-tohoku/bert-base-japanese-char-v2
https://huggingface.co/cl-tohoku/bert-large-japanese
https://huggingface.co/cl-tohoku/bert-large-japanese
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BERTBASE and Tohoku BERT-charBASE have 12
layers, 12 attention heads, and 768-dimensional
hidden states, while Tohoku BERTLARGE has 24
layers, 16 attention heads, and 1024-dimensional
hidden states.

In addition, we evaluate a BERT language
model provided by NICT (NICT BERTBASE).8
The model configuration is the same as Tohoku
BERTBASE and Tohoku BERT-charBASE.

Japanese RoBERTa We also evaluate three
variants of RoBERTa language models pro-
vided by Kawahara Lab. at Waseda Uni-
versity9: Waseda RoBERTaBASE

10, Waseda
RoBERTa-seq128LARGE

11 and Waseda
RoBERTa-seq512LARGE

12. These models are
trained on the Japanese version of Wikipedia
and the Japanese portion of CC-100. The
texts are first tokenized by Juman++ (Morita
et al., 2015) and then split into subwords using
Sentence Piece (Kudo and Richardson, 2018)
with a unigram language model (Kudo, 2018).
Waseda RoBERTaBASE has 12 layers, 12 atten-
tion heads, and 768-dimensional hidden states.
Waseda RoBERTa-seq128LARGE and Waseda
RoBERTa-seq512LARGE both have 24 layers,
16 attention heads, and 1024-dimensional hid-
den states, but are trained with the maximum
sequence length of 128 and 512, respectively.

XLM-RoBERTa To compare the performance
of monolingual and multilingual language mod-
els on JCoLA, we also evaluate two multilingual
language models with different parameter sizes:
XLM-RoBERTaBASE

13 and XLM-RoBERTaLARGE
14.

These models are trained on multilingual Common
Crawl (Wenzek et al., 2020) and the train texts
are directly tokenized using Sentence Piece (Kudo
and Richardson, 2018) with a unigram language
model (Kudo, 2018). XLM-RoBERTaBASE has 12
layers, 12 attention heads and 768-dimensional
hidden states. XLM-RoBERTaLARGE has 24 layers,
16 attention heads and 1024-dimensional hidden
states.

8https://direct.nict.go.jp/
9https://nlp-waseda.jp/en/

10https://huggingface.co/nlp-waseda/
roberta-base-japanese

11https://huggingface.co/nlp-waseda/
roberta-large-japanese

12https://huggingface.co/nlp-waseda/
roberta-large-japanese-seq512

13https://huggingface.co/
xlm-roberta-base

14https://huggingface.co/
xlm-roberta-large

GPT-4 and GPT-3.5-turbo In addition to the
models previously mentioned, we extend our eval-
uation to include large-scale language models de-
veloped by OpenAI, namely GPT-4 (gpt-4) and
GPT-3.5-turbo (gpt-3.5-turbo). These models rep-
resent some of the most advanced developments
in the field of natural language processing and are
publicly available through OpenAI’s platform. For
our experiments, we employed the code provided
by LLM-jp,15 ensuring our prompts were consistent
with the standards set within this framework. The
generation configurations were adopted as per the
default settings provided by the OpenAI API, which
are designed to optimize the performance of these
models under a variety of tasks. To ensure the re-
liability of our results, we conducted each experi-
ment three times, calculating the mean and vari-
ance of the outcomes to present a comprehensive
view of the model’s performance in our context.

4.2. Training Settings
Each language model is trained for five epochs
with AdamW optimizer (Loshchilov and Hutter,
2019) and linear warmup with a warmup ratio
of 0.1. In addition, the language models are
trained using three different learning rates (5e-5,
3e-5, and 2e-5) and we evaluate models which
achieved the highest Matthews Correlation Coef-
ficient (MCC; Matthews (1975)) on the develop-
ment data. This evaluation metric is an evalu-
ation metric suitable for unbalanced binary clas-
sifiers also used in Warstadt et al. (2019). For
each configuration, we trained 20 models with dif-
ferent random seeds to mitigate the effect of ran-
domness. The score for each language model is
calculated as the average across 20 different ran-
dom seeds, but we ignore those results where the
models achieved less than zero MCC score on
the development set, as in Warstadt and Bowman
(2020).

5. Results and Discussion

5.1. Overall performance
Table 4 presents the Matthews Correlation Coef-
ficient (MCC) and accuracy of various models on
the in-domain and out-of-domain data, along with
human performance. In the in-domain data, sev-
eral models demonstrate performance surpassing
that of human individuals. However, in the case
of out-of-domain data, none of the models were
able to exceed human performance (MCC). This
suggests that the language models may not nec-
essarily capture the complex linguistic phenom-
ena addressed in theoretical linguistics (Class III

15https://github.com/llm-jp/llm-jp-eval

https://direct.nict.go.jp/
https://nlp-waseda.jp/en/
https://huggingface.co/nlp-waseda/roberta-base-japanese
https://huggingface.co/nlp-waseda/roberta-base-japanese
https://huggingface.co/nlp-waseda/roberta-large-japanese
https://huggingface.co/nlp-waseda/roberta-large-japanese
https://huggingface.co/nlp-waseda/roberta-large-japanese-seq512
https://huggingface.co/nlp-waseda/roberta-large-japanese-seq512
https://huggingface.co/xlm-roberta-base
https://huggingface.co/xlm-roberta-base
https://huggingface.co/xlm-roberta-large
https://huggingface.co/xlm-roberta-large
https://github.com/llm-jp/llm-jp-eval
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Model In-domain Out-of-domain
Acc. MCC Acc. MCC

Tohoku BERT base 0.838 ± 0.008 0.357 ± 0.032 0.758 ± 0.007 0.264 ± 0.033
Tohoku BERT base (char) 0.813 ± 0.010 0.225 ± 0.024 0.739 ± 0.006 0.175 ± 0.037

Tohoku BERT large 0.836 ± 0.008 0.352 ± 0.036 0.771 ± 0.009 0.320 ± 0.038
NICT BERT base 0.843 ± 0.006 0.374 ± 0.025 0.773 ± 0.010 0.327 ± 0.040

Waseda RoBERTa base 0.859 ± 0.009 0.410 ± 0.046 0.788 ± 0.015 0.385 ± 0.059
Waseda RoBERTa large (s128) 0.864 ± 0.007 0.466 ± 0.028 0.822 ± 0.014 0.506 ± 0.044
Waseda RoBERTa large (s512) 0.859 ± 0.017 0.416 ± 0.104 0.799 ± 0.025 0.421 ± 0.098

XLM RoBERTa base 0.824 ± 0.007 0.152 ± 0.084 0.748 ± 0.018 0.166 ± 0.135
XLM RoBERTa large 0.833 ± 0.010 0.242 ± 0.089 0.759 ± 0.019 0.230 ± 0.155

GPT-3.5-Turbo 0.625 ± 0.016 0.185 ± 0.030 0.701 ± 0.022 0.398 ± 0.040
GPT-4 0.794 ± 0.005 0.295 ± 0.010 0.855 ± 0.002 0.629 ± 0.005

Human (Individual) 0.760 0.384 0.854 0.653
Human (Majority vote) 0.795 0.437 1.000 1.000

Table 4: Performance of each language model on JCoLA out-of-domain test set. The score for each
language model is calculated as the average across 20 different random seeds, but we ignore those
results where the models achieved less than zero MCC score on the development set, as in Warstadt
and Bowman (2020). The best performance across models is indicated in bold.

judgement). However, while the majority of mod-
els have lower performance on out-of-domain data
compared to in-domain data, some models per-
form better on out-of-domain data. These mod-
els appear to be generalizing the linguistic phe-
nomena observed in in-domain data correctly and
are somewhat able to judge acceptability even for
more complex linguistic phenomena.16

5.2. Performance by phenomenon
Figure 1 shows the Matthews Correlation Co-
efficient (MCC) values for each linguistic phe-
nomenon in the out-of-domain test set across dif-
ferent models. Notably, almost all models demon-
strate high accuracy in the Simple category, which
suggests that they are capable of accurately cap-
turing this linguistic phenomenon, even with sen-
tences from sources not seen during training.
However, for other phenomena, the performance
is generally lower than that for Simple. In fact,
the average MCC across linguistic phenomena,
excluding Simple, is 0.248, which is significantly
lower than the 0.599 observed for Simple. This
suggests that while language models can effec-
tively learn relatively simple linguistic phenomena
(Class II judgement) as presented in textbooks and
handbooks of syntactic theory, they may not nec-
essarily be able to generalize to more complex lin-

16Interestingly, the models that exhibited higher per-
formance on out-of-domain data all utilized Sentence
Piece with a unigram language model for tokenization,
indicating the possibility that this choice of tokenization
method may have contributed in some way to their per-
formance.

guistic phenomena (Class III judgement).
Furthermore, upon examining the performance

of language models on different phenomena, it be-
comes apparent that language models perform rel-
atively well on certain linguistic phenomena, such
as binding, argument structure, and filler-gap, but
struggle with others. Relatively high performance
in Binding could be attributed to the fact that
the proportion of positive examples for Binding is
93.1%, significantly higher than the overall 73.2%
for the out-of-domain data. For Argument Struc-
ture, many sentences only require capturing rela-
tively local dependencies related to the order of ar-
guments and/or case marking, as in (16).

(16) John-ga
John-NOM

hon-o/*-ni
book-ACC/*DAT

yonda
read

‘John read a book.’

Regarding filler-gap, even though it generally
involves complex linguistic phenomena such as
wh-movement, the presence of a relatively large
number of sentences involving simpler compari-
son phenomena could be contributing to the higher
accuracy.

(17) Mary-wa
Mary-TOP

John-ga
John-NOM

kaita
wrote

yori
than

nagai
long

ronbun-o
paper-ACC

kaita.
wrote

‘Mary wrote a longer paper than John
wrote’

On the other hand, language models show
lower accuracy on linguistic phenomena such as
NPI/NCI and verbal agreement. This could be
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Figure 1: Performance of each language model on JCoLA out-of-domain test set by phenomenon. The
MCC score for each language model is calculated as the average across 20 different random seeds, but
we ignore those results where the models achieved less than zero MCC score on the development set,
as in Warstadt and Bowman (2020). Error bars mark the mean ±1 SD.

because NPI/NCI and verbal agreement often re-
quire capturing relatively long-distance dependen-
cies, as seen in the examples below.17

(18) a. Ito-sensei-ga
Ito-teacher-NOM

Mary-o
Mary-ACC

o-home-ni-nat-ta.
HON-praise-LV-PAST
‘Prof. Ito praised Mary.’

b. * Mary-ga
Mary-NOM

Ito-sensei-o
Ito-teacher-ACC

o-home-ni-nat-ta.
HON-praise-LV-PAST
‘Mary praised Prof. Ito.’

(19) Daremo
who-MO

monku-o
complaint-ACC

iw-anakat-ta.
say-NEG-PAST

‘Nobody complained.’
Overall, the analysis by linguistic phenomenon

highlights the strengths and limitations of language
models in capturing various linguistic phenomena.
While they are adept at handling simpler struc-
tures, their performance wanes when confronted
with more complex linguistic phenomena, espe-
cially those requiring long-distance dependencies.

6. Conclusion

In this paper, we introduced JCoLA (Japanese
Corpus of Linguistic Acceptability), which consists
of 10,020 sentences annotated with binary accept-
ability judgments. Specifically, those sentences
were manually extracted from linguistics textbooks,
handbooks and journal articles, and split into in-
domain data (86 %; relatively simple acceptabil-
ity judgments extracted from textbooks and hand-

17The results for control/raising were not considered
to be reliable due to the small sample size, and they
were excluded from the analysis.

books) and out-of-domain data (14 %; theoretically
significant acceptability judgments extracted from
linguistics journals), the latter of which was cat-
egorized by 12 linguistic phenomena. We then
evaluated the syntactic knowledge of 9 different
types of Japanese and multilingual language mod-
els on JCoLA. The results demonstrated that sev-
eral models could surpass human performance for
the in-domain data, while no models were able to
exceed human performance for the out-of-domain
data. Error analyses by linguistic phenomena fur-
ther revealed that although neural language mod-
els are adept at handling local syntactic depen-
dencies like argument structure, their performance
wanes when confronted with long-distance syntac-
tic dependencies like verbal agreement and NPI
licensing.

Limitations

All the sentences included in JCoLA have been ex-
tracted from textbooks, handbooks and journal ar-
ticles on theoretical syntax. Therefore, those sen-
tences are guaranteed to be theoretically meaning-
ful, making JCoLA a challenging dataset. How-
ever, the distribution of linguistic phenomena di-
rectly reflects that of the source literature and thus
turns out to be extremely skewed. Indeed, as
can be seen in Table 3, while the number of sen-
tences exceeds 100 for most linguistic phenom-
ena, there are several linguistic phenomena for
which there are only about 10 sentences. In addi-
tion, since it is difficult to force language models to
interpret sentences given specific contexts, those
sentences whose unacceptability depends on con-
texts were inevitably removed from JCoLA. This re-
moval process resulted in the deletion of unaccept-
able sentences from some linguistic phenomena
(such as ellipsis), consequently skewing the bal-
ance between acceptable and unacceptable sen-
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tences (with a higher proportion of acceptable sen-
tences).
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