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Abstract
Research on automated text summarization typically uses human and automatic evaluation methods. While most
recent studies focus on intrinsic evaluation, which assesses the general quality of summaries, e.g. coherence and
informativeness, we concentrate on task-based extrinsic evaluation to determine the usefulness of summaries. We
incorporate three downstream tasks, namely question answering, text classification, and text similarity assessment,
and measure the usefulness of summaries for these tasks by several metrics. Our findings reveal that summaries
are generally useful in tasks that require a comprehensive grasp of the text but are less useful in tasks requiring
a more specific understanding of the text. We also analyze the usefulness and inherent properties of summaries
from different models, and find that fine-tuned models consistently produce more useful summaries across all three
tasks. In contrast, zero-shot models tend to lean towards text classification and similarity assessment, providing
more general and less detailed summaries. Additionally, we assess the correlation between 14 intrinsic automatic
metrics and human judgments. Intrinsic metrics perform well in evaluating summaries for question answering but are
less effective in the other two tasks. This highlights the limitations of relying solely on intrinsic metrics for assessing
summary performance and usefulness.
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1. Introduction

Automated text summarization condenses longer
documents into concise versions, making it a valu-
able tool for quick understanding. However, eval-
uating the quality of generated summaries poses
challenges. Evaluation methods can be catego-
rized as automatic metrics or human judgments.
While automatic metrics offer cost-effective evalua-
tion, they may not be perfect substitutes for human
annotation. Human evaluation, divided into intrin-
sic and extrinsic evaluation, provides more reliable
performance assessment.

While intrinsic evaluation of text summarization
focuses on assessing the quality of generated sum-
maries, e.g. coherence, fluency, and informative-
ness (Fabbri et al., 2021a; Bhandari et al., 2020a),
extrinsic evaluation, also known as task-based eval-
uation, explore the usefulness or helpfulness of
text summaries in other tasks (Dorr et al., 2005).
It is more objective and spontaneous because it
evaluates human performance in a realistic usage
scenario and is less demanding on the annotators.

Gillick and Liu (2010) have shown that when con-
ducting intrinsic human evaluation experiments, the
reliability of non-expert ratings is significantly lower
compared to expert annotators, indicating that in-
trinsic evaluation methods place high demands on
annotators. On the other hand, extrinsic evalua-
tion methods is less demanding and more streight-

Code and datasets will be available at https://
github.com/SophiaPx/extrinsic_eval.

forward to annotators in that they do not have to
directly rate the summaries but treat them as tools
to accomplish other tasks. As a result, we can de-
sign simpler tasks that are more closely aligned
with real-life scenarios, reducing the difficulty for
annotators in the evaluation process, therefore ob-
taining reliable results on the usefulness of the sum-
maries. Additionally, by avoiding direct scoring of
the summaries, extrinsic evaluation methods pro-
vide a more objective assessment approach.

Previous studies on extrinsic evaluation of sum-
marization models have utilized methods such as
cross-comprehension tests (Kolluru and Gotoh,
2005), relevance judgment (Dorr et al., 2005), and
question answering (Hirao et al., 2001). However,
these studies are dated. In recent years, neural
summarization systems, especially those based
on pre-trained language models have made great
strides in intrinsic evaluation (Fabbri et al., 2021a;
Bhandari et al., 2020a). However, to the best of
our knowledge, no work has investigated the use-
fulness of these approaches from the perspective
of extrinsic evaluation. Additionally, they often rely
on a single evaluation method or have limited hu-
man experimentation (Hovy and Lin, 1998). In
light of these limitations, we propose a compre-
hensive extrinsic evaluation method, conducting
human experiments on three designed tasks to as-
sess the usefulness of text summaries. We also
construct a trustworthy human-evaluated corpus
for three downstream tasks. Our study addresses
research questions on summary usefulness, task-

https://github.com/SophiaPx/extrinsic_eval
https://github.com/SophiaPx/extrinsic_eval
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specific utility, preferred summary characteristics,
and correlation between automatic metrics and hu-
man judgments. The contributions of our work are
summarized as follows:

• We introduce an extrinsic evaluation frame-
work to assess the usefulness of text sum-
maries on three downstream tasks. We also
build a web-based platform to facilitate the an-
notated data collection.

• We annotate and construct a reliable human
extrinsic evaluation dataset of 4,000 texts, in-
cluding 400 source texts, 400 human sum-
maries, and 3,200 summaries generated by
eight different text summarization systems.

• We analyze the usefulness of summaries on
downstream tasks, and find that summaries
are generally useful in tasks that require a com-
plete understanding of the text but less useful
in tasks requiring a more specific understand-
ing of the text. We also explore the connection
between the usefulness and intrinsic proper-
ties of summaries.

• We re-evaluate 14 intrinsic automatic metrics
through our proposed criteria and discover that
most of them fail to reflect the extrinsic metrics
in classification and similarity tasks.

2. Methodology

This work aims to provide a comprehensive as-
sessment of the usefulness of summaries in down-
stream tasks. Participants are asked to complete
three tasks using source articles and summaries,
and their performance is measured to determine
the usefulness of summaries.

2.1. Measures of usefulness

In our study, we consider a summary to be useful
(or helpful) if it is able to facilitate users to complete
a task. A useful summary should help users save
time by being shorter than the source text, while
also providing them with the information they need
to complete the task. Therefore, to assess the use-
fulness of the summaries, we decide to compare
on two dimensions: time and correctness. Time
refers to the amount of time it takes the participant
to complete the task using either the source text or
the summary. Correctness refers to the accuracy
of the participant’s response and is measured us-
ing different metrics for each task. A web-based
platform is developed and deployed for this study,
to automatically record the completion time and
submitted answers by participants for each task.

2.2. Design of downstream tasks
In the course of devising specific tasks for this re-
search, our objective is to emulate and represent
diverse real-world applications of summaries. After
thorough deliberation, we have elected to construct
three distinct tasks: question answering, classifica-
tion, and similarity assessment.

Question answering. Summaries frequently
serve as concise substitutes for original texts, allow-
ing users to access key information expeditiously.
To address this particular use case, we have de-
signed the QA task, in which participants are asked
to answer questions based on the information pro-
vided in the source text or the summary. To eval-
uate the participant’s accuracy, we use two com-
monly used evaluation metrics in QA systems to
calculate the overlap between the answers submit-
ted by the participant and the ground true answers.
Additionally, we also propose a distinguished metric
to reflect on the probability of the participants’ an-
swer attempts. By evaluating their performance in
the QA task, we are able to determine the amount
of useful information contained in the summary.

Classification. In specific scenarios, users may
engage with summaries to swiftly identify content
that aligns with their specific interests. We have
integrated the classification task to cater to this
real-world application. In this task, participants
are asked to select one or more tags based on
the article or summary they see. The accuracy of
their choices is calculated as a way of determining
whether different types of summaries are useful in
helping people make an overall judgment about the
article.

Similarity assessment. In situations where in-
dividuals encounter news articles of interest, they
often rely on summaries to determine if the content
is related to prior reports or covers similar subject
matter. We have devised the similarity assessment
task to explore this scenario, where participants are
asked to take into account various factors such as
the topic, event field, writing style, tone, etc. of the
two articles to make a comprehensive judgment,
and then score the similarity of the two articles or
summaries on a scale of 1 to 4. By calculating how
similar their scores are to the ground truth scores,
we can determine how useful the summaries are
for similarity judgments.

3. Experimental Settings

In this section, we present the construction and an-
notation of three datasets for use and the design of
our user study for extrinsic evaluation. Specifically,
we focus on three downstream tasks: question an-
swering (QA), text classification, and text similarity
assessment. We then propose extrinsic metrics
reflecting on the usefulness of summaries, and
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introduce the intrinsic metrics we use to make a
comparison with our proposed extrinsic metrics.

3.1. Data Preparation

Processing and annotating datasets. For our
proposed QA, classification, and similarity tasks,
we sample, reprocess and manually annotate the
following datasets in our study:

CNN/DailyMail (Hermann et al., 2015; Nallapati
et al., 2016) is a widely used benchmark for text
summarization, which includes a collection of news
articles and their corresponding reference sum-
maries that are typically 3-4 sentences in length.
We use it for building dataset for our question an-
swering task: We select 100 pairs of source text
and reference summary randomly from the test set
and annotate two datasets: QA-ref and QA-source.
For QA-ref, we manually write four questions and
their corresponding answers according to reference
summaries, while for QA-source, questions and an-
swers are written according to source articles. Mul-
tiple correct answers may exist for each question
in both QA datasets.

New York Times Annotated Corpus (Sandhaus,
2008) contains a set of news articles along with
human-written summaries. Each article is associ-
ated with multiple tags or labels. For the classifica-
tion task, we randomly sample 100 news articles
from the test set and categorize them into 11 tags af-
ter having carefully removed some redundant tags.

The SemEval-2022 Task 8 dataset (Chen et al.,
2022) is a multilingual collection of the URLs of
news articles that have been paired and anno-
tated for their similarity level, therefore we utilize
this for our similarity task. We crawl 300 pairs of
news pages according to the links provided by this
dataset and then extract titles, descriptions, and
body parts of each article by data cleaning, result-
ing in 100 pairs of news articles with corresponding
summaries and similarity scores.

Generating summaries for different systems.
We select 8 representative summarization systems
to generate automatic summaries, including 6 ab-
stractive summarization models, namely BART
(Lewis et al., 2019), Pegasus (Zhang et al., 2020),
BRIO (Liu et al., 2022), T5 (Raffel et al., 2020), T0
(Sanh et al., 2021) and GPT3 (Brown et al., 2020)1

and 2 simple extractive summarization models,
namely Lead-n 2 and Lexrank (Erkan and Radev,
2004). To ensure fairness in comparing summaries
across different systems, we generate summaries

1Among these models, BART, Pegasus, BRIO and
T0 have been finetuned on the CNN/DailyMail Dataset.

2We modify the Lead-3 setting and refer to it as the
Lead-n model, which selects the first several sentences
that are closest to the summary length we set

Figure 1: A screenshot of the answering page for
the QA task. The user information on the platform
has been anonymized.

of similar lengths for each task. More details re-
garding this process are shown in Appendix A.

3.2. Web-based Platform for Evaluation
We implement a web-based platform (as shown in
Figure 1 and Appendix B) to facilitate users’ partici-
pation in the tasks and the acquisition of experiment
data, which includes responses and completion
time for each question. To guarantee impartiality,
the platform is designed to prohibit the utilization of
the copy-paste/search functionality. Furthermore,
the website offers guidance information and exem-
plar answers to assist participants to fully under-
stand the tasks.

3.3. Experimental Details
We recruit 20 university students to participate in
the experiment and they are required to possess a
high level of proficiency in English. The numbers
of male and female participants are the same. The
initial ten participants complete the QA-ref, clas-
sification and similarity tasks, while the latter ten
participants complete the QA-source task.

To ensure that the participants’ responses are
only based on the content of the text currently being
viewed and to minimize the influence of individual
differences, a method for distributing the texts is
devised. The following considerations are taken
into account: (1) To prevent them from having an
advantage due to prior exposure to a similar text,
each person is allowed to see only one text (either
source text or summary) from the same source. (2)
To ensure fairness and minimize the influence of in-
dividual differences, each person must be exposed
to the same number of texts from each system,
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regardless of their proficiency level.
The distribution method is as follows: One source

text is associated with nine summaries (including
reference summary), resulting in ten texts (includ-
ing source text) originating from the same source
text.

First, all summaries are aligned with the source
text, then different systems are arranged in the
following order: [Source, Human, BART, Pegasus,
Lexrank, Lead-n, BRIO, T5, T0, GPT3]. After that,
all texts are numbered, with text_id (0-999) as their
unique identifier. Therefore, the hundreds place
indicates the system corresponding to the text, and
the tens place and the individual place indicate the
corresponding source text.

The texts are assigned to different participants
according to the system it belongs to and the corre-
sponding source text. Each participant is assigned
to a user_id and the correspondence between texts
and participants is established by the following for-
mula:

y = ⌊
text_id− ⌊ text_id

100 ⌋ × 100

10
⌋ − ⌊ text_id

100
⌋

user_id(y) =
{
y, if y ≥ 0

10 + y, if y < 0

3.4. Proposed Extrinsic Metrics
Based on the three downstream tasks, we propose
the following extrinsic metrics to evaluate the use-
fulness of the summaries.

For the QA task, let ykn denote the participant’s
answer to the k -th question of n-th article, and ŷkin
denote the i-th key answer to the k -th question
of n-th article. N represents the number of sum-
maries of each system, which equals 100, and K
represents the number of questions for each article,
which equals 4 in this case, and the three metrics
are calculated as follows.

• Answerable measures the proportion of ques-
tions that can be answered according to the
text.

• Exact Match Ratio (EM), which counts the over-
all accuracy rate of the answers. EM of each
system is calculated as:

EM =
1

NK

N∑
n=1

K∑
k=1

MAXi(I(y
k
n == ŷkin ))

with I(ykn = ŷn
ki) =

{
1, if ykn = ŷn

ki

0, if ykn ̸= ŷn
ki

• F1 is a looser measure of the average overlap
between the prediction and ground truth an-
swer. When calculating F1, both ykn and ŷn

k

are tokenized into sets of words. F1 is calcu-
lated as

F1 =
1

NK

N∑
n=1

K∑
k=1

MAXi
2|ykn ∩ ŷn

ki|
|ykn|+ |ŷnki|

For the classification task, we use EM and F1 as
extrinsic metrics, which are commonly used in multi-
class classification tasks.

For the similarity task, we use the following met-
rics:

• Mean Squared Error (MSE), which indicates
the extent to which the participant’s answer
deviates from the standard answer.

• Spearman’s ρ, a measure of the correlation
between the participant’s judgment and the
true similarity. It can only be used for system-
level analysis because it cannot be calculated
using separate texts.

4. Evaluating Summaries’ Usefulness

In this section, we compare the performance of
different summarization systems by means of the
proposed extrinsic evaluation method (as shown in
Table 1) and try to answer some questions regard-
ing the usefulness of summaries.

4.1. How useful are text summaries
compared to source articles?

Results from three downstream tasks demonstrate
that the use of summaries significantly reduces
the time required for task completion. Specifically,
compared to the source articles, the average time
participants spent using summaries to complete
QA tasks drops by 61-62% (as shown in Table
2). Similar results can also be observed in the
classification and similarity tasks, with the time-
saving percentages of 59% and 42%, respectively
(as shown in Table 3).

We also find that summaries are particularly
useful in classification and similarity tasks. In
the QA task, source texts outperform summaries
on average, while in the classification and similar-
ity tasks, participants spend less time as well as
perform better with summaries. This may be due
to the fact that making an overall judgment about
the text, such as classification or similarity assess-
ment, does not require as much information as
answering specific questions. As a result, the ex-
cess information in the long source text may not aid
in decision-making and even interfere with human
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system QA (ref-based) QA (source-based) Classification Similarity
answerable EM F1 time(seconds) answerable EM F1 time(seconds) EM F1 time(seconds) MSE ρ time(seconds)

source 0.8550 0.3225 0.5077 280.04 0.8875 0.5050 0.6796 211.64 0.8827 0.8951 72.97 0.9136 0.6184 37.74
reference 0.8875 0.5400 0.7535 93.94 0.5375 0.2725 0.3746 83.3 0.9127 0.9156 34.37 0.7736 0.7060 19.92
bart 0.4975 0.2400 0.3240 108.37 0.4900 0.2325 0.3197 83.05 0.8964 0.9015 25.43 0.9803 0.6085 21.94
pegasus 0.5475 0.2100 0.3222 112.55 0.5125 0.2825 0.3662 89.66 0.8900 0.8942 29.88 0.9836 0.6014 23.93
lexrank 0.3625 0.0900 0.1631 111.78 0.3775 0.1500 0.2291 92.01 0.9000 0.9017 29.88 1.2403 0.5323 23.77
Lead-n 0.4175 0.1600 0.2483 110.78 0.4775 0.2475 0.3342 84.33 0.8773 0.8792 31.29 1.4336 0.4536 23.42
BRIO 0.5825 0.2350 0.3598 104.21 0.5425 0.3075 0.4040 90.15 0.9000 0.9036 25.9 0.7569 0.6998 21.07
t5 0.4400 0.1600 0.2416 106.07 0.4375 0.2075 0.2861 86.57 0.8791 0.8814 34.86 1.3736 0.4699 20.17
t0 0.5350 0.1875 0.3003 107.21 0.5100 0.2600 0.3530 98.6 0.8864 0.8889 28.57 0.7669 0.7087 20.96
gpt3 0.4200 0.1575 0.2338 100.02 0.4500 0.1975 0.2855 83.74 0.9036 0.9068 29.11 0.8469 0.6741 20.66

Table 1: Usefulness of different systems on downstream tasks, including the average time taken by
participants to complete tasks with different system outputs and results of extrinsic metrics based on user
performance.

QA (ref-based) QA (source-based)
Answerable EM F1 Time(seconds) Answerable EM F1 Time(seconds)

Source 0.86 0.32 0.51 280 0.89 0.51 0.7 212
Human Summaries 0.89 +4% 0.54 +67% 0.75 +48% 94 -66% 0.54 -39% 0.27 -46% 0.4 -45% 88 -58%
All Summaries 0.52 -39% 0.22 -32% 0.33 -36% 106 -62% 0.52 -41% 0.24 -53% 0.3 -52% 83 -61%

Table 2: Summaries compared to source texts in the QA tasks. The green percentages indicate that
summaries are more useful compared to the source text, i.e. participants take less time or perform better
in completing the task. The green ones indicate less useful. Though all summaries represent a significant
time saving, participants perform worse in QA tasks using the summaries compared to source texts.

judgments. This is supported by observed peo-
ple’s tendencies in the classification task, where
they tend to assign more tags to longer source arti-
cles, potentially leading to a higher recall but lower
precision in comparison to the human summaries.

Figure 2: Average ranking of different systems on
three different tasks. Each ranking is calculated
by averaging the rankings over extrinsic metrics for
the same task.

4.2. Which summarization systems are
more useful?

We divide all the automated summaries into three
categories based on the model used to generate
them: fine-tuned, zero-shot, and simple extractive.
A question we want to know is, how stable or con-

sistent is the usefulness level of summaries across
different downstream tasks? By analyzing rank-
ings of the source text and summaries in the three
tasks, as is shown in Figure 2, we find that: The
summaries generated by fine-tuned models have
higher consistency in usefulness across different
tasks, such as those generated by BART, Pegasus,
and BRIO, with a stable ranking similar to that of the
human summaries. This suggests that summaries
generated by fine-tuned models are insensitive to
differences between tasks. The summaries gener-
ated by simple extractive models and models in the
zero-shot setting exhibit a varying ranking across
tasks. For example, both zero-shot GPT3 sum-
maries and simple extractive Lexrank summaries
show high or above average rankings in the classi-
fication task, medium rankings in the similarity task,
and very low rankings in the QA task.

4.3. Go deeper: what kind of summaries
are more useful?

Furthermore, we would like to know what leads to
differences in the usefulness of summaries from
different systems. We start by analyzing different
features of summaries based on metrics and our
case study C, and then explore the relationship
between these features and usefulness on down-
stream tasks.

Summary Style: To quantify the summary style,
namely abstractive or extractive, we follow Grusky
et al. (2018) to employ the Ext-cvg (Extractive Frag-
ment Coverage) metric, which assesses the extent
to which a summary is extractive. As shown in the
Table 4, traditional extractive models like Lead-n
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Classification Similarity
EM F1 Time(seconds) MSE Spearman’s ρ Time(seconds)

Source 0.88 0.90 73 0.91 0.6 38
Human Summaries 0.91 +3% 0.92 +2% 34 -53% 0.77 -15% 0.7 +14% 20 -47%
All Summaries 0.89 +1% 0.90 - 30 -59% 1.02 +11% 0.6 - 22 -42%

Table 3: Summaries compared to source texts in the classification and similarity tasks. The green
percentages indicate that summaries are more useful compared to the source text, i.e. participants
take less time or perform better in completing the task. The green ones indicate less useful. It shows
that summary serves about the same function as the source text in these two tasks, and even helps
participants to do tasks better.

Ext-Cvg(%) Errors(%) Sent-Len
Ref 87.51 10.89 16.95
BART 98.83 5.13 17.91
BRIO 96.60 3.66 15.96
GPT3 93.01 2.78 24.12
Lead-n 100.00 9.09 28.24
Lexrank 100.00 10.82 29.10
Pegasus 98.96 5.28 17.83
T0 94.97 3.20 18.29
T5 96.44 9.17 16.18

Table 4: Intrinsic features of summaries from differ-
ent summaries.

Ext-Cvg Errors Sent-Len
qa_EM -0.223 -0.440 -0.595
qa_F1 -0.291 -0.441 -0.597
cls_EM -0.602 0.120 -0.090
cls_F1 -0.591 0.072 -0.143
sim_MSE -0.641 -0.603 -0.551
sim_Spearman’s ρ -0.642 -0.597 -0.507

Table 5: System-level pearson correlation between
the metrics reflecting on intrinsic features of sum-
maries and the extrinsic metrics.

and Lexrank exhibit an Ext-Cvg of 100%. According
to our case study, they contain relatively less im-
portant information in a limited space. Interestingly,
the reference summaries written by humans score
notably lower at 87.51%, indicating that human-
written reference summaries creatively incorporate
expressions beyond those present in the source
text. The zero-shot GPT3 ranks just below the
reference summaries, surpassing summaries gen-
erated by all fine-tuned models. This quantitative
result aligns with the observation in our case study,
that summaries generated by fine-tuned models
tend to be more informative and specific, includ-
ing more factual details such as times, places, and
numbers 3, while summaries generated by mod-
els in the zero-shot setting seem more abstractive

3It’s important to note that this observation is
only based on the summaries fine-tuned on the
CNN/DailyMail dataset. Fine-tuning on other datasets
may produce different results and therefore cannot be
generalized as all summaries generated by fine-tuned
models. When referring to summaries generated by fine-
tuned models, it should only be understood as those
fine-tuned on the CNN/DailyMail dataset.

and general. Compared to them, simple extrac-
tive summaries are more coarse-grained and less
useful.

As shown in Table 5, the system-level Pearson
correlation between the extrinsic evaluation metrics
for the three tasks and the aforementioned intrinsic
features is presented. We observe that the sum-
mary’s Ext-Cvg and the extrinsic metrics for clas-
sification and similarity tasks exhibit a moderate
negative correlation of approximately -0.60. This
implies that more abstractive summaries tend to be
more useful for classification and similarity tasks.
This makes perfectly sense that those summaries
without some details may be easier for people grasp
the whole story and are therefore naturally better
suited for tasks involving overall judgments, such
as classification and similarity tasks.

Grammaticality: Following Lee et al. (2022),
we employ the languagetool website4 to identify
grammar errors in the summaries. Less gram-
mar errors per word denote greater grammaticality.
Surprisingly, we discover that human-written text
does not consistently surpass machine-generated
one in terms of grammaticality. Notably, the refer-
ence summaries exhibit the highest proportion of
grammar errors, and even summaries generated
by Lead-n and Lexrank (constructed directly from
source text sentences) show nearly higher error
rates compared to other summaries. As shown
in Table 5, grammar errors ratio demonstrates a
moderate correlation (-60% to -40%) with extrinsic
metrics for QA and similarity tasks, while display-
ing minimal correlation with extrinsic metrics for
classification tasks. This indicates that more gram-
matical summaries are more beneficial for QA and
similarity tasks, whereas this is less crucial for clas-
sification tasks. This intuitively makes sense, as
tasks like classification often require grasping key-
words to label topics, whereas tasks that involve
evaluating the overall similarity between two texts
are more intricate. These tasks necessitate a com-
prehensive judgment incorporating various textual
aspects such as specific events, writing styles, and
the tone of the articles, which places a demand on
the grammaticality of summaries.

4The link to this website is: https://languagetool.
org/

https://languagetool.org/
https://languagetool.org/
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Figure 3: System-level Pearson correlation of all
extrinsic metrics.

Sentence length: We measure average number
of words per sentence of summaries. Our analysis
reveals that traditional extractive summaries display
significantly longer average sentence lengths, with
approximately 30 words per sentence. This aligns
with the inherent characteristic of the source text’s
sentence length. In contrast, human reference sum-
maries average less than 17 words per sentence.
Fine-tuned summaries approximate the reference
summaries’ lengths, while GPT-3’s zero-shot gener-
ated summaries feature relatively longer sentences,
averaging around 24 words per sentence. For QA
and similarity tasks, the average sentence length of
the summaries demonstrates a moderate correla-
tion with their usefulness, whereas the correlation
is notably low for classification tasks.

5. Correlation between Metrics

5.1. Analyzing Our Extrinsic Metrics
1 In this section, we study the relationship be-
tween our proposed extrinsic metrics. We compute
system-level correlations of all the extrinsic metrics
(as shown in Figure 3).

According to the Pearson’s r, extrinsic metrics of
the same downstream task are highly correlated,
ranging from 0.8 to 1. QA-ref and QA-source are
highly correlated at system level, with Pearson’s r
above 0.8 and Kendall’s τ above 0.69. This sug-
gests that there is little difference in the relative
performance of the systems on QA-ref and QA-
source, although they differ in the way the dataset
is constructed. Comparing the metrics of the differ-
ent downstream tasks, we find that the QA task and
the classification task are poorly correlated, with
Pearson’s r ranging from -0.2 to 0.2. Whereas the
similarity task is moderately correlated with both the
other two tasks, with Pearson’s r ranging from 0.4 to
0.7. This indicates that the QA task and the classi-

fication task are very divergent, while the similarity
task can be considered as a point of comparison
between QA and classification tasks. Overall, mod-
erate to weak correlations illustrate that our experi-
ment involves three tasks of different perspectives
to measure the usefulness of the summary.

5.2. Evaluating Intrinsic Automatic
Metrics

We perform a meta-evaluation using Pearson’s r
and Kendall’s τ to compare various intrinsic auto-
matic metrics with our extrinsic metrics. The intrin-
sic automatic metrics include n-gram overlap-based
measures such as ROUGE-1, ROUGE-2, ROUGE-
L (Lin, 2004), BLEU (Papineni et al., 2002), ME-
TEOR (Banerjee and Lavie, 2005), CIDEr (Vedan-
tam et al., 2015) and CHRF (Popović, 2017). For
metrics based on word embeddings, we report
BERTScore (Zhang et al., 2019), MoverScore
(Zhao et al., 2019), Rouge-we (Ng and Abrecht,
2015), Embedding average (Landauer and Du-
mais, 1997), Vector extrema (Forgues et al., 2014),
Greedy matching (Rus and Lintean, 2012). Fur-
thermore, we also include a model-based metric
SummaQA (Scialom et al., 2019) in our evaluation.
All scores are reported in the range of 0-1. These
scores will be compared with our extrinsic human
evaluation results.

Our analysis reveals that there is a high correla-
tion between extrinsic metrics in the QA task and
intrinsic automatic metrics, as shown in Table 6,
with Pearson’s r values ranging between 0.7 and
1. Additionally, we find that there is little difference
between the performance of different intrinsic au-
tomatic metrics, indicating that they are able to
evaluate the QA task relatively well.

On the other hand, we observe that extrinsic met-
rics in classification and similarity tasks have low to
moderate correlation with most intrinsic automatic
metrics. The Embedding Average metric is found to
be strongly correlated with the extrinsic metrics for
the classification task (statistically significant at p
<0.01) and show a moderate correlation for the sim-
ilarity task. Other word embedding-based metrics
such as Greedy Matching, Rouge-we, BERTScore
and MOVERScore also show moderate correlation
with extrinsic metrics in classification and similarity
tasks.

In terms of the best and worst intrinsic automatic
metrics, we find that no single metric consistently
performs the best across all tasks. However, two
intrinsic automatic metrics that are closest to the
extrinsic metrics are Rouge-1 (better in the QA task)
and Embedding Average (better in the similarity
and classification tasks). On the other hand, CIDEr
is found to be least correlated with the extrinsic
metrics, and show little relevance for the similarity
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Automatic Metrics

Extrinsic Criteria QA (ref-based) QA (source-based) Classification Similarity
answerable EM F1 answerable EM F1 EM F1 MSE ρ

r τ r τ r τ r τ r τ r τ r τ r τ r τ r τ
ROUGE-1 0.95** 0.71* 0.94** 0.76** 0.98** 0.86** 0.95** 0.79** 0.89** 0.64* 0.91** 0.64* 0.51 0.50 0.56 0.50 0.48 0.43 0.40 0.36
ROUGE-2 0.97** 0.79** 0.94** 0.91** 0.98** 0.93** 0.92** 0.71* 0.89** 0.71* 0.89** 0.71* 0.23 0.21 0.29 0.21 0.18 0.29 0.10 0.36
ROUGE-L 0.99** 0.93** 0.93** 0.76** 0.97** 0.79** 0.91** 0.71* 0.87** 0.71* 0.87** 0.71* 0.33 0.43 0.40 0.43 0.29 0.29 0.22 0.36
BLEU 0.89** 0.64* 0.88** 0.84** 0.92** 0.93** 0.85** 0.71* 0.83* 0.71* 0.83* 0.71* 0.21 0.21 0.28 0.21 -0.01 0.14 -0.08 0.21
METEOR 0.93** 0.64* 0.88** 0.84** 0.94** 0.79** 0.91** 0.86** 0.87** 0.71* 0.89** 0.71* 0.49 0.50 0.54 0.50 0.31 0.36 0.24 0.29
CHRF 0.95** 0.64* 0.90** 0.84** 0.96** 0.93** 0.91** 0.71* 0.88** 0.71* 0.89** 0.71* 0.48 0.50 0.52 0.50 0.31 0.29 0.23 0.36
CIDEe 0.75* 0.50 0.83** 0.69* 0.85** 0.79** 0.82* 0.71* 0.82* 0.57 0.83* 0.57 0.12 0.00 0.20 0.00 -0.03 0.07 -0.09 0.00
BERTScore 0.94** 0.71* 0.87** 0.62* 0.93** 0.71* 0.89** 0.93** 0.85** 0.79** 0.86** 0.79** 0.54 0.43 0.59 0.43 0.54 0.43 0.48 0.36
MOVERScore 0.97** 0.79** 0.93** 0.69* 0.97** 0.79** 0.93** 0.86** 0.87** 0.71* 0.88** 0.71* 0.55 0.50 0.60 0.50 0.46 0.43 0.39 0.36
ROUGE-we 0.95** 0.71* 0.94** 0.76** 0.98** 0.86** 0.95** 0.79** 0.90** 0.64* 0.91** 0.64* 0.50 0.50 0.55 0.50 0.45 0.43 0.38 0.36
EmbeddingAverage 0.79* 0.50 0.82* 0.69* 0.86** 0.79** 0.87** 0.71* 0.85** 0.57 0.86** 0.57 0.71* 0.57 0.75 0.57 0.56 0.50 0.51 0.43
VectorExtrema 0.80* 0.57 0.80* 0.76** 0.86** 0.86** 0.82* 0.64* 0.84** 0.64* 0.84** 0.64* 0.37 0.21 0.42 0.21 0.40 0.36 0.33 0.29
GreedyMatching 0.89** 0.64* 0.80* 0.69* 0.88** 0.79** 0.85** 0.71* 0.85** 0.71* 0.86** 0.71* 0.60 0.50 0.64 0.50 0.43 0.50 0.36 0.43
SummaQA 0.87** 0.57 0.85** 0.62* 0.91** 0.71* 0.93** 0.79** 0.87** 0.64* 0.89** 0.64* 0.24 0.21 0.30 0.21 0.43 0.43 0.35 0.36

Table 6: Pearson’s r and Kendall’s τ between intrinsic automatic metrics and extrinsic criteria. Significance
is indicated by * for p-values less than or equal to 0.05 and ** for p-values less than or equal to 0.01.

and classification tasks.
We further evaluate the reliability of intrinsic au-

tomatic metrics in quantifying differences between
systems with competitive performance,i.e., top-k
system analysis. As illustrated in Figure 4, k sys-
tems are ranked based on different extrinsic metrics.
We observe that for the QA-ref answerable metric
and QA-source F1 and answerable metrics, the
correlation between automatic and extrinsic met-
rics decreases slightly as the number of systems
increases from 3, then increases when the num-
ber of systems reaches 5. A similar trend is also
observed in the plot of the F1 indicator for the classi-
fication task, but with more noticeable fluctuations.
However, we find a significant decline in the cor-
relation between extrinsic and intrinsic automatic
metrics of the similarity task as k increased, which
suggests that intrinsic automatic metrics should
not be used to compare systems with substantial
differences in usefulness in this task. While the
correlation between the QA-ref answerable metric
and intrinsic automatic metrics remains stable at
a high level even as k changed, we find that most
intrinsic automatic metrics may not consistently and
reliably quantify differences of usefulness between
systems.

6. Related Work

We now discuss the literature most related to our
work, and defer a more complete review to Ap-
pendix D.

Kolluru and Gotoh (2005) have acknowledged
the human’s subjectivity in evaluating summaries,
and attempted to alleviate this through the use of
cross-comprehension tests. Usefulness of sum-
maries has also been evaluated through a single
extrinsic task, i.e. relevance judgment (Dorr et al.,
2005) and question answering (Hirao et al., 2001).
While Hovy and Lin (1998) have proposed a set
of tasks to measure the information content of full
text and summaries, including a Shannon Game, a
Question Game, and a Classification Game, find-
ing that different extrinsic evaluation methods rate

summaries differently, the scale of the experiments
was too small to draw statistically significant con-
clusions. Bhandari et al. (2020b) and Fabbri et al.
(2021b) have investigated the relationship between
intrinsic automatic metrics and intrinsic human judg-
ments in the field of text summarization. Goyal et al.
(2022a) have examined the consistency between
intrinsic automatic metrics and human preferences
for different types of summaries and found that in-
trinsic automatic metrics cannot reliably evaluate
summaries generated by models in the zero-shot
setting.

7. Conclusions

In this work, we employ an extrinsic evaluation
approach to assess the usefulness of summaries
across three downstream tasks, including ques-
tion answering, classification, and similarity assess-
ment. These tasks are designed to represent and
simulate real-world scenarios where summaries
are used. A specially-developed web platform en-
ables us to collect annotators’ feedback, including
their completion times and accuracies, allowing us
to analyze usefulness from two different angles.
Regarding the usefulness of text summaries, our
main findings include:

1. Summaries are particularly useful in classifi-
cation and similarity assessment tasks while
being less useful for the QA task.

2. According to the systems rankings of useful-
ness, fine-tuned summaries exhibit consistent
relative usefulness across various tasks. Con-
versely, zero-shot and simple extractive sum-
maries demonstrate varying rankings across
tasks.

3. Further exploration reveals that various fea-
tures of summaries, such as style, grammati-
cal correctness, and sentence length, reflect
differences among types of summary systems,
which therefore impact their usefulness to vary-
ing degrees in downstream tasks.
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Figure 4: System-level Pearson correlations between intrinsic automatic metrics and proposed extrinsic
metrics on top-k systems.

4. Intrinsic automatic metrics can reflect the use-
fulness of summaries in the question answer-
ing task, but their correlation with usefulness
is limited when it comes to tasks requiring peo-
ple to make an overall judgment about the text,
namely classification and similarity tasks.

Limitations

In our selection of extractive text summarization
models, we are focusing on simple extractive text
summarization models and not including more ad-
vanced deep learning-based models. Therefore,
although the experimental results may show that
the performance of the two extractive models is not
as good as that of generative models, this cannot
be taken as conclusive evidence that generative
text summarization models are inherently superior.
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Supplemental Materials

A. Details of Controlling the Length
of Summaries

In order to ensure a fair comparison among sum-
maries generated by different systems, we aim to
maintain similar lengths across the summaries.

We first calculate the upper and lower limits of
the ideal summary length in terms of token count
by allowing a deviation of 20 tokens from the av-
erage length of the reference summaries For fine-
tuned models such as BART and Pegasus, dur-
ing the summary generation process, we set the
"min_new_tokens" parameter to the lower limit.
This ensured that the generated summaries would
have a minimum token count as specified.

As for lexrank and leadn, since we can only set
the number of sentences to be generated, we start
with one sentence and gradually increase the num-
ber of generated sentences. After each sentence
addition, we calculate the token count of the sum-
mary and compare it to our predetermined range.
We stop adding sentences when the token count
was within the desired range or closest to it. For
prompt-based GPT-3 and T0, we employ specific
prompts to guide the generation of summaries with
a desired length. For instance, for the question-
answering task, we use prompts such as "Please
summarize this in about 50 words" to provide ex-
plicit instructions for generating summaries of the
specified length. After generating the summaries,
we then perform sentence-level truncation on sum-
maries that exceeded the desired word count range,
only if after truncation, it will be within or closer to
our desired range.

This approach allowed us to control the length
of the generated summaries for different systems
while adhering to the predefined length boundaries.
Figure 5 shows the length of generated summaries
in the three tasks. Consequently, we can infer that
the information content of the summaries is not
significantly different among the various systems.
The factor of summary length will not interfere with
the results of our extrinsic human experiments.

B. Details of our evaluation platform

Here we provide some screenshots of our web-
based platform for evaluation. The annotators are
first required to read through the guidelines, as
shown in Figure 6 and Figure 7. After a QA ses-
sion to ensure all annotators fully comprehend the
annotation process, rating criteria and any other
details, they are directed to the list page (Figure 8)
and then the answering page (Figure 9).

C. A Case Study of Summary Style

By looking at the source text and the summaries
generated with different models, as shown in Figure
10, we find that the zero-shot GPT3 summary tends
to paraphrase the news in a more general way, mak-
ing it easier for readers to capture the main point,
but often omitting detailed information. Instead,

https://doi.org/10.18653/v1/2022.semeval-1.155
https://doi.org/10.18653/v1/2022.semeval-1.155
https://doi.org/https://doi.org/10.35111/77ba-9x74
https://doi.org/https://doi.org/10.35111/77ba-9x74
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(a) Question answering task

(b) Classification task

c) Similarity assessment task

Figure 5: Length of summaries from different sys-
tems in three tasks.

summaries of fine-tuned BRIO and T0 models con-
tain more detailed information, making it more suit-
able for QA tasks. The coherence between sen-
tences in the extractive Lexrank summary is poor,
causing difficulty in reading.

D. Related work

D.1. Intrinsic Evaluation for
Summarization

Past works that have assessed the quality of sum-
maries through intrinsic evaluation methods can
be classified into two main categories: intrinsic
automatic metrics and intrinsic human evaluation.
Some researchers evaluate summaries by comput-
ing the n-gram word overlap between reference
summaries and generated summaries, such as
BLEU (Papineni et al., 2002) and ROUGE (Lin,
2004), which have been proven to be relatively ef-
fective over time. With the development of repre-
sentation learning, researchers have proposed new
intrinsic automatic metrics based on word embed-
dings, such as Greedy Matching (Rus and Lintean,

Figure 6: Instruction and guidelines.

2012) and SMS (Clark et al., 2019), which com-
pute the similarity of word embeddings between
reference summaries and generated summaries.
Additionally, automatic metrics based on question-
answering (Scialom et al., 2019) and entailment
classification (Kryscinski et al., 2020) have also
been proposed. Human evaluation, on the other
hand, is considered as the gold standard for evalu-
ating generated summaries. The Pyramid method
(Nenkova and Passonneau, 2004) serves as a vi-
able framework for human evaluation, which has
been further improved into a crowdsourcing method
(Shapira et al., 2019). Previous research has also
investigated the relationship between intrinsic auto-
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Figure 7: Examples for each task to help the anno-
tators understand the rating criteria.

matic metrics and intrinsic human judgments in the
field of text summarization. A common approach
to conduct meta-evaluation is to have annotators
score the quality of summaries by Pyramid method
(Bhandari et al., 2020a) or on multiple dimensions
(Fabbri et al., 2021a) such as coherence, consis-

Figure 8: The list interface displays the tasks as-
signed to each annotator.

tency, relevance, and fluency, and compute the
correlation coefficient between the output scores
of automatic evaluation metrics and human judg-
ments. Gillick and Liu (2010) have shown signifi-
cant differences in the performance of experts and
non-experts in scoring summaries. Goyal et al.
(2022b) have examined the consistency between
intrinsic automatic metrics and human preferences
for different types of summaries and found that in-
trinsic automatic metrics cannot reliably evaluate
summaries generated by models in the zero-shot
setting, while our work investigates the correlation
between intrinsic automatic metrics and extrinsic
human judgments.

D.2. Extrinsic Evaluation for
Summarization

Kolluru and Gotoh (2005) have acknowledged the
human’s subjectivity in evaluating summaries, and
has attempted to alleviate this through the use of
cross-comprehension tests. Usefulness of sum-
maries has also been evaluated through a single
extrinsic task, i.e. relevance judgment (Dorr et al.,
2005) and question answering (Hirao et al., 2001).
While Hovy and Lin (1998) have proposed a set
of tasks to measure the information content of full
text and summaries, including a Shannon Game, a
Question Game, and a Classification Game, find-
ing that different extrinsic evaluation methods rate
summaries differently, the scale of the experiments
was too small to draw statistically significant conclu-
sions. We design three distinct extrinsic evaluation
tasks with a larger scale of human judgments and
evaluates the summaries generated by the recently
proposed summarization approaches.
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(a) QA

(b) Classification

c) Similarity

Figure 9: The answering page for annotators.

D.3. Summarization Models
Summarization models can be broadly catego-
rized into two groups: extractive and abstrac-
tive. Extractive models directly identify and extract
the most important sentences or words from the
source text as the summary. Non-neural models,
such as graph-based models, fuzzy logic-based
models, and latent semantic analysis have been
proposed and investigated (Mihalcea and Tarau,

2004; Erkan and Radev, 2004; Suanmali et al.,
2009; Kyoomarsi et al., 2008; Ozsoy et al., 2011;
Mashechkin et al., 2011). Additionally, extractive
summarization based on neural network models
have also been explored (Nallapati et al., 2017;
Verma and Nidhi, 2017; Narayan et al., 2018; Liu,
2019). On the other hand, abstractive models gen-
erate a summary text that is not necessarily a di-
rect extraction of the source text. In recent years,
abstractive summarization models based on neu-
ral networks have been advancing and become
dominant in the summarization field. A common
paradigm is pre-training and fine-tuning (Liu and La-
pata, 2019; Lewis et al., 2019; Zhang et al., 2020).
Additionally, some prompt-based approaches have
been proposed (Brown et al., 2020; Sanh et al.,
2021), enabling summarization models to learn
from specific task instructions.
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Figure 10: A case study to illustrate the difference of summary style.
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