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Abstract

The rise of Modular Deep Learning showcases its potential in various Natural Language Processing applications.
Parameter-efficient fine-tuning (PEFT) modularity has been shown to work for various use cases, from domain
adaptation to multilingual setups. However, all this work covers the case where the modular components are trained
and deployed within one single Pre-trained Language Model (PLM). This model-specific setup is a substantial
limitation on the very modularity that modular architectures are trying to achieve. We ask whether current modular
approaches are transferable between models and whether we can transfer the modules from more robust and larger
PLMs to smaller ones. In this work, we aim to fill this gap via a lens of Knowledge Distillation, commonly used for
model compression, and present an extremely straightforward approach to transferring pre-trained, task-specific
PEFT modules between same-family PLMs. Moreover, we propose a method that allows the transfer of modules
between incompatible PLMs without any change in the inference complexity. The experiments on Named Entity
Recognition, Natural Language Inference, and Paraphrase Identification tasks over multiple languages and PEFT
methods showcase the initial potential of transferable modularity.
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1. Introduction
Task-specfic Adapter
Modular Deep Learning has recently garnered in-
terest as a paradigm that builds upon the idea that thodule
a model is a combination of modules with control =
of the information flow. This paradigm allows for Vod
the transfer of learning from one task or language —Tr;’n:f:r—
to another, compositionality of the modules and
parameter efficiency (Pfeiffer et al., 2023). For in-
stance, modules allow for efficient (parameter-wise) L=11 L=6
fine-tuning of Large Language Models (Hu et al., o o
2022), enhance task-level generalisation (Ponti . .
et al., 2023), improve multilingual models (Bapna : Module :
and Firat, 2019), offer zero-shot capabilities (Philip _Transfer_
et al., 2020) and enable cross-lingual (Ansell et al.,
2022) or cross-domain (Klimaszewski et al., 2023)
knowledge transfer. Furthermore, repositories that L=0 L=0

Parameter-efficient
fine-tuned
Teacher PLM

store pre-trained modules like AdapterHub (Pfeiffer
et al., 2020a) promote the re-usability of previously
trained components to new use cases.

The current modular approaches primarily focus
on transferring knowledge to new languages, do-
mains, or tasks. However, prior research assumes
that the base model remains constant and over-
looks the concept of transferable modularity, which
entails the potential to transfer modules between
different models. From a practical perspective, the
effective utilisation of the transferable modularity

Student PLM
modules initialisation

Figure 1: The most straightforward case of transfer-
able modularity. The teacher model is first trained
on a task using PEFT, e.g. Adapters, and then the
student PEFT modules, prior to fine-tuning, are ini-
tialised with the teacher weights.

property can reduce the computational burden, es-
pecially given the ongoing scaling of Large Lan-
guage Models (Brown et al., 2020; Touvron et al.,
2023), allowing for broader re-usability. Moreover,

transferring modules from larger to smaller models
can significantly enhance knowledge transfer. And
finally, even the term “modularity” inherently implies
the transfer property, suggesting that modular ap-
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Figure 2: The schema of transferable modularity ex-
periment. We investigate setups where the teacher-
student pair result from task-agnostic distillation or
are independently trained models.

proaches should not be limited to a specific base
model.

In this work, we aim to initialise the research
objective of transferable modularity. We focus on a
setup similar to Knowledge Distillation (KD) (Hinton
et al., 2015), i.e. where we have two differently
sized PLMs (through the paper, we adopt the KD
nomenclature, where the bigger model is called
a teacher and the smaller - student). Unlike KD,
we do not want to use the teacher model’s output
directly to train a student but use exclusively its
fine-tuned PEFT modules.

We show that given matching PLMs (e.g. BERT
(Devlin et al., 2019) and DistilBERT (Sanh et al.,
2019)), it is possible to use pre-trained modules like
Adapters (Houlsby et al., 2019; Pfeiffer et al., 2021)
or LoRA (Hu et al., 2022) as a better starting point
for parameter-efficient (PE) fine-tuning of a smaller
student PLM (see Figure 1). Moreover, we investi-
gate a more challenging setup where the models
are incompatible, i.e., have different internal dimen-
sionality, and adapt modules via the proposed prun-
ing and alignment method (without inference-time
overhead).

To summarise, our contributions are as follows':

» We define the property of transferable modu-
larity.

* We investigate transferable modularity in
matching and incompatible PLMs, proposing
a pruning and alignment method for the latter.

2. Transferable Modularity

The high-level idea of our study is presented in
Figure 2. Given a pair of PLMs, a teacher and a
student, we aim to transfer the parameter-efficient
(PE) modules from the teacher to the student. First,

'Code available at https://github.com/
mklimasz/transferable-modularity
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Figure 3: Toy example of adapting the PEFT mod-
ules in the case of mismatched dimensionality.
Based on the sampled embeddings (1.), correlation
matrix C' is calculated (2.) and reduced via LSA
to a binary matrix Z (3.). In the last step (4.), the
pruning and alignment mapping function (derived
from Z) is applied to down/up projection matrices
of LoRA/Adapter modules and match dimensions.

W

we use a PEFT technique to train the teacher and
its PE modules. Then, we “move” the modules
from the teacher and insert them into the student,
followed by PEFT of the student. This approach
means that PE modules of the student have non-
random prior initialisation during training.

We consider two setups: (1) matching PLMs and
(2) incompatible PLMs. The former uses a shallow
version of a teacher with task-agnostic distillation
as a student (Kim and Hassan, 2020). This case
means that the models represent the same knowl-
edge, have the same hidden dimensionality, and
the only difference is the depth of the model. The
latter represents a generalised version, where the
models are differently parameterised (in terms of la-
tent space size) and they are independently trained.
We propose a parameter-free, sample-based prun-
ing and alignment method to answer dimensionality
mismatch.

2.1. Pruning and Alignment

In the case of incompatible PLMs, a dimensional-
ity mismatch problem causes two main issues for
transferable modularity. First, the module expects
different (higher) dimensionality. Additionally, there
exists an alignment discrepancy between the latent
spaces of the two models, i.e. if the models have
learned the same features, we do not have any
guarantee of their placement in the latent space -
their indices.
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A crucial element of a successful Knowledge Dis-
tillation framework is the computational overhead;
therefore, we propose an offline, parameter-free so-
lution that does not change the final student model.
The method presented in Figure 3 consists of four
phrases:

» sampling

+ calculating correlation

+ solving linear sum assignment (LSA) problem
* pruning & alignment

At first, we sample matching embeddings that
would be an input to a PEFT module (we denote the
set of embeddings X for student and X, for teacher
with z, € X and z; € X;). We store embeddings
per layer [ (for clarity, we omit the notation of the
layer).

In the next step, we establish a correlation matrix
between latent spaces. We calculate Pearson’s
correlation coefficient matrix C. C;; is a correlation
between the i dimension of a x; and the 5 dimen-
sion of a z; embedding.

Given the correlation matrix, we attempt to find
the best possible alignment. We define the problem
as a linear sum assignment (LSA) (Crouse, 2016) to
establish the optimal mapping. As LSA calculates
the minimum cost assignment, we use —C' as an
input to the LSA algorithm. The algorithm produces
a binary matrix Z where Z;; = 1 means that the i
index of X is mapped to j of X;.

Finally, using the calculated assignment indices,
we remove not-mapped weights from both down/up
projection weights W of PEFT modules.

3. Experiments

3.1. Datasets

To evaluate our method, we benchmark it on three
tasks: Named Entity Recognition (NER), Para-
phrase Identification (Pl) and Natural Language In-
ference (NLI) using multilingual datasets: WikiNeu-
ral (Tedeschi et al., 2021), PAWS-X (Yang et al.,
2019) and XNLI (Conneau et al., 2018) covering
jointly a set of over 20 languages?.

2Arabic, Bulgarian, Chinese, Dutch, English, French,
German, Hindi, Italian, Japanese, Korean, Greek, Polish,
Portuguese, Russian, Spanish, Swabhili, Thai, Turkish,
Urdu, Vietnamese

Model Params Layers Hidden dim
D'mBERT 135M 6 768
_MBERT __ 178M 12 08
XLM-Rgase 278 M 12 768
XLM-Riprge  560M 24 1024

Table 1: Parameters, layer count and hidden di-
mension size of the evaluated models.

3.2. Training Setup

We fine-tune multilingual models for each lan-
guage/task pair using two PEFT methods: Adapter
(architecture of Pfeiffer et al. (2021), bottleneck size
of 96) and LoRA (rank 8). We provide the training
setup details for each dataset in Appendix A.

For teacher-student pairs, we define two config-
urations:

» matching:  multilingual BERT (mBERT?,
teacher) — multilingual DistilBERT (D'mBERT?#,
student)

 incompatible: XLM-RoBERTa Large (XLM-
Riarge®, teacher) — XLM-RoBERTa Base
(XLM-Rgase®, student) (Conneau et al., 2020)

We report the relevant hyper-parameters of the
models in Table 1. As the models have mismatched
layer counts, we test two approaches: skip mod-
ules (denoted SKIP, e.g., transfer every second
module) or average them (denoted AVG, e.g., av-
erage the first and second layer’s teacher module
and transfer to the first module of a student).

3.3. Baselines and Metrics

For both matching and incompatible experiments,
we define the following structure. As an upper
bound of our evaluation, we provide the teacher
results after PEFT (Step 2 in Figure 2). The base-
line is a parameter-efficient fine-tuned student with
default modules initialisation (i.e. omitting Step 3
in Figure 2).

We report F1 for NER and Accuracy for Pl and
NLI tasks with an average score over all languages
in Section 4. The detailed per-language results are
provided in Appendix B.

4. Results and Discussion

4.1.

Table 2 presents the results of the matching exper-
iments. The prefix TM denotes the transfer modu-

Matching Models

3bertfbasefmultilinqualfcased
4distil]oertfbasefmultilingualfcased
5xlmfro]oertaflarge
6x1m-roberta-base
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NER (F1) PI (Acc) NLI (Acc)
AVG REL AVG REL AVG REL
Adapter
Teacher 95,35 82,60 67,98
“Student 92,94 —241 71,32 —11,28 62,12 —5,86
TM-Studentayg 93,02 —2,32 72,96 —9,64 62,33 —5,65
TM-Studentggp 93,45 —1,90 75,11 —7,49 63,01 —4,97
LoRA
Teacher 93,27 74,68 63,00
“Student 90,09 —3,18 65,80 —8,88 60,56 —2,43
TM-Studentayg 90,63 —2.64 68,52 —6,16 60,53 —2,47
TM-Studentskp 90,80 —2,47 70,69 —3,99 60,52 —2,47

Table 2: Results of the matching PLMs experiment. We report an average score (F1 or Accuracy) over all
the datasets’ languages and a relative performance gap to the teacher model.

NER (F1) PI1 (Acc)
AVG REL AVG REL
Adapter
Teacher 95,34 88,81
“ Student 93,30 —2,04 84,12 —4,69
TM-Studentgkp 93,34 —2,00 84,27 —4,54
LoRA
Teacher 93, 64 87,03
Student 90,83 2,82 78,72 -8,31
TM-Studentgkp 90,84 —2,80 78,64 —8,39

Table 3: Results of the incompatible PLMs experiment.

larity experiments. The initialisation of the modules
transferred from the teacher PLM improved over
a default initialisation on average in all the evalu-
ated tasks. Moreover, the SKIP method presents
consistency; the difference compared to the base-
line was positive across most tasks and languages
(88,7% cases). While at times the improvement
was marginal (+0.02 gain in Swabhili in NLI task),
in most cases, as averages indicate, our approach
significantly closes the gap to the teacher model
(e.g. +4 point improvement in Korean on PAWS-
X datasets using Adapter or over +2 in Spanish
LoRA on XNLI). SKIP struggles to outperform the
baseline exclusively on XNLI when using LoRA.
The results are on par; however, even the teacher
models struggle with the task, and the knowledge
that can be transferred is relatively limited.

The SKIP outperforms AVG across all the ex-
periments. Considering the results and the find-
ings of van Aken et al. (2019) indicating that the
Transformer-based models have internal modular-
ity and each layer has its own defined task, we
hypothesise that the averaging might not reflect
these phenomena. Therefore, in the incompatible
experiment, we evaluated just the SKIP method.

4.2. Incompatible Models

We present the results of the evaluation in Table 3.
In the case of non-distilled PLMs, the TM method
does not significantly outperform the baseline. The
changes are uneven; while the transfer shows im-
provement up to almost +2 points in Korean PAWS-
X, it can also decrease the performance as in
French PAWS-X, losing —1.05.

The disparity between matching and incompat-
ible experiments can be attributed to alignment
challenges. Models subjected to distillation exhibit
reliable alignment, thanks to the inclusion of an aux-
iliary loss term such as the cosine embedding loss
(Sanh et al., 2019) in the task-agnostic distillation
process. In contrast, the correlation-based method
encounters difficulties when dealing with models
of greater depth. Notably, the LSA algorithm yields
lower scores for deeper layers. Considering the dif-
ferent representations required for each language
and task pair, this outcome implies that indepen-
dently trained models require more robust align-
ment techniques to ensure consistent modularity
transfer across all encoded features.

9355



5. Conclusions

In this work, we present a case study of transferable
modularity property. We evaluate current modular
techniques in two scenarios: (1) matching, where
a student is a shallow, task-agnostic distillation of
the teacher and (2) incompatible, where a student
is independently trained, a shallower model with
mismatched internal dimensionality.

The results show that the current modular ap-
proach can be transferable as the modules from a
matching teacher improve the PEFT of a student
model. However, when a student is not distilled
from the teacher, the evaluated techniques are in-
consistent under the transfer condition, showing
the limitation of the current modular methods. We
hope this study will inspire future work on modular
techniques to consider the transferable modularity
property under a more challenging incompatible
models scenario.
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A. Experimental Setup

We use the AdapterHub library (Pfeiffer et al.,
2020b) for all our experiments. We train all our
models using a single GPU with a batch size of
64 and a learning rate of 1e-5 for 10 epochs for
NER & NLI tasks and 30 epochs for the Pl task.
We choose the final checkpoint based on validation
dataset performance.

For PEFT hyper-parameters, we set the bottle-
neck size to 96 for Adapter modules and a rank of
8 for LoRA. We apply LoRA to the query and value
self-attention modules.

B. Per Language Results

In Tables 4, 5 and 6, we expand the results reported
in Tables 2 and 3 and provide the scores for each
evaluated language.
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Model de en es fr it nl pl pt ru

Matching PLMs
Adapter
Teacher 97,57 92,79 98,08 95,49 94,85 97,74 95,54 95,91 90,15
“Student 95,34 90,23 95,81 93,23 92,67 95,27 93,73 94,21 85,97

TM-Studentayg 95,53 90,21 95,87 93,26 92,74 95,39 03,88 94,40 85,92
TM-Studentgp 95,88 90,65 96,24 93,77 93,13 95,87 94,20 94,72 86,57

Lora
_Teacher 95,78 90,49 96,45 93,26 93,13 95,94 93,97 94,41 85,97
Student 92,45 87,25 93,55 90,06 89,95 92,85 91,55 92,15 80,96

TM-Studentayg 92,92 87,74 93,94 90,57 90,75 93,24 91,97 92,52 82,03
TM-Studentgp 93,03 87,99 93,87 90,88 91,04 93,44 92,04 92,61 82,27

Incompatible PLMs
Adapter

Teacher 97,36 92,30 97,95 95,61 94,99 97,79 96,15 96,12 89,74
“Student 95,20 89,92 96,19 93,34 93,06 96,29 94,14 94,56 86,99

TM-Studentgkp 95,30 90,03 96,21 93,40 93,00 96,09 94,19 94,78 87,01

Lora

Teacher 94,68 89,94 96,19 92,35 92,85 95,67 93,82 94,11 85,09

“Student 92,21 86,65 92,74 89,40 90,05 93,14 91,61 92,25 81,62

TM-Studentgp 92,10 86,65 93,00 89,61 90,01 93,01 91,51 92,32 81,69

Table 4: Named Entity Recognition results per language.

Model de en es fr ja ko zh
Matching PLMs
Adapter
_Jeacher _ ___ 83,60 91,60 85,20 86,90 76,05 75,95 78,90
Student 73,30 75,85 72,90 74,65 67,25 65,25 70,05

TM-Studentaye 74,15 82,35 73,35 75,10 67,10 67,40 71,25
TM-Studentsp 74,50 85,05 77,85 78,15 69,10 69,25 71,85

Lora
_Teacher 75,10 83,30 78,70 77,75 67,85 67,95 72,10
Student 70,20 63,45 67,30 70,10 62,80 61,85 64,90

TM-Studentayg 71,95 69,35 69,95 71,85 64,75 64,05 67,75
TM-Studentgp 72,25 74,50 72,30 74,85 66,70 64,90 69,30

Incompatible PLMs
Adapter

Teacher 90,45 94,70 91,20 92,15 82,35 85,00 85,80
" Student 85,75 92,55 87,25 89,25 77,10 75,65 81,30

TM-Studentggp 86,15 92,05 88,50 88,20 76,80 77,45 80,75

Lora

Teacher 89,40 93,80 89,90 89,65 80,95 81,45 84,05

" Student 80,00 88,05 82,95 83,55 72,55 68,60 75,35

TM-Studentgp 80,95 88,05 82,10 82,70 71,65 69,80 75,20

Table 5: Paraphrase Identification results per language.
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