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Abstract
Role-oriented dialogue summarization aims at generating summaries for different roles in dialogue, e.g., user and
agent. Interaction between different roles is vital for the task. Existing methods could not fully capture interaction
patterns between roles when encoding dialogue, thus are prone to ignore the interaction-related key information.
In this paper, we propose a contrastive learning based interaction-aware model for the role-oriented dialogue
summarization namely CIAM. An interaction-aware contrastive objective is constructed to guide the encoded dialogue
representation to learn role-level interaction. The representation is then used by the decoder to generate role-oriented
summaries. The contrastive objective is trained jointly with the primary dialogue summarization task. Additionally, we
innovatively utilize different decoder start tokens to control what kind of summary to generate, thus could generate
different role-oriented summaries with a unified model. Experimental results show that our method achieves new
state-of-the-art results on two public datasets. Extensive analyses further demonstrate that our method excels at
capturing interaction information between different roles and producing informative summaries.

Keywords: Dialogue Summarization, Role Interation, Contrastive Learning

1. Introduction

Dialogue summariztaion aims at condensing a long
dialogue into a short summary (Feng et al., 2021).
In the era of information explosion, dialogue sum-
marization is valuable as it can quickly capture the
key information in dialogue which promotes produc-
tivity. In many real life dialogue scenarios, each
speaker has an official role (e.g. user or agent)
acting for corresponding responsibility (e.g. raise
questions or give suggestions). Different roles inter-
act with each other to achieve goal. It is equally im-
portant to summarize the main content for each role
in addition to the whole dialogue. Lin et al. (2021)
propose the role-oriented dialogue summarization
task and construct a related dataset CSDS based
on customer service dialogues. Figure 1 shows an
example from CSDS. Apart from an overall sum-
marization for the whole dialogue (Final Summary),
summaries for both user and agent are also re-
quired, which could reflect the user’s demand and
instruct the agent to handle similar issues.

As discussed in Lin et al. (2022), interaction be-
tween different roles is crucial for the role-oriented
dialogue summarization. First, interaction can help
track the key information scattered across differ-
ent roles. As shown In Figure 1, to generate the
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 Dialogue 
1 Q: 我购买的商品可以更换地址吗? (Can I change the address of the goods I 
purchased?) 
2 A: 下单之后是改不了的呢。(It cannot be changed after placing the order.)  
3 Q: 那我取消吧。(Then I'll cancel.) 
4 A:  是哪个订单的呢。(Which order is it?) 
5 Q:  我已经取消了。(I have canceled.) 
6A: 全部取消？您只取消了一部分呢(Cancel all? You only canceled a part of it.) 
7 Q: 请全部取消，其他的显示关联订单无法取消。(Please cancel all of it. 
Other parts cannot be canceled because of associated orders.) 
8 A:  好的，您稍等。这个订单是三方商家的，需要商家审核一下。(Okay, 
just a moment. This order is from a third-party merchant and needs to be reviewed by 
the merchant.) 
9 Q：好的 。(Ok.) 
10 A：请问还有其他需要 忙吗。(Is there anything else you need help with?) 
11 Q:  没有了,谢谢。(That is all, thanks.) 

 
User 

Summary 

用户询问购买的商品能否更换地址。用户希望客服帮助取消全部订

单。(The user asks whether the address of the purchased product 
could be changed. The user wants the agent to help cancel all 
orders.) 
(1,6,7) 

Agent 
Summary 

客服表示下单后不可以更换地址。客服表示需要商家审核。(The 
agent states that the address cannot be changed after placing the order. 
The agent says it needs to be reviewed by the merchant.) (1,2,8) 

 用户询问购买的商品能否更换地址。客服表示下单后不可以。用 

户希望客服帮助取消全部订单。客服表示需要商家审核。(The user 
Final 

Summary 
asks whether the address of the purchased product could be 
changed. The agent says it was not possible after placing the order. 
The user wants the agent to help cancel all orders. The agent says it 
needs to be reviewed by the merchant.) (1,2,6,7,8) 

Figure 1: An example of the role-oriented dialogue
summarization. Red numbers represent key utter-
ance indexes, and blue texts represent key infor-
mation.

first sentence in the agent summary, the model not
only needs to focus on the key utterance of the
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agent (utterance 2), but also needs to integrate
the key information "address" from the interaction-
related utterance of the user (utterance 1). Sec-
ond, interaction can help grasp the role’s main con-
tent. In Figure 1, the first sentence of the user
summary describes user’s question about "change
address". Thus the first sentence of the agent sum-
mary should describe the corresponding answer
from the agent. Therefore, generating summary
for a given role could benefit from referring to the
other role’s summary. The overall summary is also
important for the generation of role-oriented sum-
maries as it could indicate sentence-level logical
relationship between different role’s summaries.

Several methods have been proposed for the
role-oriented dialogue summariztaion task. Lin
et al. (2021) train different models for different role-
oriented summaries. But they completely ignore
interaction between different roles. Lin et al. (2022)
employ two novel attention in decoder to capture
interaction between roles. However, their method
needs to assign each role a decoder which could
introduce a lot of extra parameters. Besides, their
method could not generate the overall summary
directly and fails to utilize the overall summary for
the generation of role-oriented summaries. Liang
et al. (2023) use discrete role prompts attached
to dialogue to control model to generate different
role-oriented summaries and use a global-local cen-
trality model to capture key utterances and topics.
Nevertheless, the discrete prompt is difficult to de-
sign and the embedding of the prompt will affect
the embedding of the dialogue. Moreover, existing
methods do not build mechanisms for the encoder
to understand interaction patterns between roles.
The encoder can not fully comprehend the role-level
interaction from the flat-concatenated utterances,
thus the summarization model are prone to ignore
vital interaction clues in dialogue and generate in-
accurate summaries.

In this paper, we propose a Contrastive Learn-
ing based Interaction-Aware Model (CIAM) for
the role-oriented dialogue summarization task.
An interaction-aware contrastive learning method
(ICAL) is proposed to capture interaction patterns
between different roles. Specifically, we first divide
the representation derived from the encoder into
self-representations for different roles. Then we cal-
culate the masked dot-pot attention between self-
representations to extract interaction information
and finally obtain an interaction-aware representa-
tion for each role. The interaction-aware represen-
tation could guide the self-representation to learn
interaction patterns by optimizing a contrastive loss.
The negative samples for the contrastive learning
are constructed by destroying interaction between
roles in the original dialogue. With the guidance of
the contrative objective, the encoder could gener-

ate informative dialogue representations that con-
tain sufficient interaction information. In addition,
we use different decoder start tokens to control the
generation of different role-oriented summaries in-
stead of using discrete prompt attached to the start
of dialogue like Liang et al. (2022). The decoder
start token is a randomly initialized special token
without manual design. During training, the con-
trasting objective acts as an auxiliary task for the
dialogue summarization task. At inference time, we
control the model to generate summaries for differ-
ent roles by decoding from different start tokens. In
this way, our method could fully capture the interac-
tion between different roles and generate different
summaries with a unified seq2seq framework.

To evaluate our methods, we conduct experi-
ments on two public datasets (Lin et al., 2021;
Song et al., 2020) in different domains (customer
service, medical inquiry). We apply our method
on two widely-used summarization frameworks:
BERTabs and BART. Experimental results show
that our method could improve both performances
of the two frameworks, and our model based on
BART achieves new state-of-the-art performance
on the two datasets.

The main contributions of this paper include: (1)
We propose an interaction aware contrastive learn-
ing for the role-oriented dialogue summarization,
which could help the model capture interaction pat-
terns between different roles and understand the
structure of the dialogue. (2) We employ decoder
start tokens to control what kind of summary to
generate which could generate different summaries
with a unified model. (3) Our method can be applied
to different seq2seq models and can outperform
previous SOTA models and powerful LLMs on two
public datasets.1

2. Related Work

2.1. Dialogue Summarization
Recently, dialogue summarization has drawn much
attention in many domains, e.g., meeting (Carletta
et al., 2005), chit-chat (Gliwa et al., 2019), customer
service (Lin et al., 2021) and health care (Krishna
et al., 2020). Considering the unique structure of
dialogue, many existing studies pay attention to
utilizing dialogue-related features. Liu et al. (2019)
introduce auxiliary key point sequences to ensure
the logic and correctness of the summary. Zou et al.
(2021) employ a novel saliency-aware topic model
to incorporate topic information for the dialogue
summarization model. Chen and Yang (2021) ex-
plicitly model conversation structure by incorporat-
ing discourse relations and dialogue act triplets

1our code is available at https://github.com/
neugwh/CIAM

https://github.com/neugwh/CIAM
https://github.com/neugwh/CIAM
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through graph. Kim et al. (2022) inject commonse
knowledge into the dialogue summarization model
by utilizing an external knowledge model.

All the above studies focus on summarizing the
whole dialogue. A few studies have paid atten-
tion to the role-oriented dialogue summarization
task. Zhang et al. (2021) employ a variational auto-
encoder based framework to generate the user
summary and the agent summary separately in
a unsupervised way. Lin et al. (2021) construct
a dataset for the role-oriented dialogue summa-
rization namely CSDS. Lin et al. (2022) first con-
sider the information from other roles and propose
two novel role-interaction attention in the decoder.
Liang et al. (2022) control the generation of different
summaries with a discrete role prompt and capture
salient content with a role-level centrality model.
Different from previous methods, the idea of our
method is to help the representation derived from
the encoder learn role-level interaction information
by an auxiliary task.

2.2. Contrastive Learning
Contrastive learning has been widely used in many
NLP tasks, such as text representation learning
(Gao et al., 2021; Liu et al., 2022; Li et al., 2023),
knowledge graph (Wang et al., 2023), machine
translation (Pan et al., 2021) and text summariza-
tion (Liu and Liu, 2021; Xu et al., 2022). For di-
alogue summarization, contrastive learning is of-
ten utilized to learn dialogue-specific features. Liu
et al. (2021) use two topic-aware contrastive ob-
jective to implicitly capture the topic structure of a
dialogue. Geng et al. (2022) use speaker-aware
supervised contrastive learning tasks to identify
speakers. They only focus on identifying different
speakers but ignore interaction information.

In this paper, we propose an interaction-aware
contrastive objective to capture interaction patterns
between different roles. Our idea is similar to Liu
et al. (2022) who utilize contrastive learning to learn
interaction-aware dialogue embedding. However,
they force the encoder to only focus on interaction-
aware information and eliminate interaction-free in-
formation, thus losing each role’s own important in-
formation. Our method aims to acquire interaction-
related key information from other roles while re-
taining each role’s own key information. Besides,
they focus on learning unsupervised dialogue em-
bedding, while we focus on improving role-oriented
dialogue summarization with the assistance of the
contrastive learning objective.

3. Methodology

The main structure of our proposed model CIAM is
shown in the part (b) of the Figure 2. Our model is

built on the seq2seq framework, consisting of an
encoder, an interaction-aware contrastive learning
and a role-oriented decoder.

3.1. Task Formulation
Given a dialogue D with m utterances {u1, . . . , um}
and p roles {r1, . . . , rp}. Each utterance consists
of a sentence si and a role rk. We concatenate all
utterances and roles together to get the final input
sequence {x1, . . . , xn}. The role oriented dialogue
summarization task aims at generating a summary
for each role in addition to an overall summary. All
public datasets for this task have two roles, one
asking questions and one answering questions.
Following Liang et al. (2023), we use yuser and
yagent to represent summaries of the two roles and
yfinal to represent the overall summary. It is worth
mentioning that our model could be extended to
multi-role dialogue scenarios through the OVR (one
vs rest) strategy with a few modification.

3.2. Encoder
We adopt a pretrained encoder (e.g. BERT or
BART) to encode the input sequence and obtain
the encoder hidden states H as :

{h1, . . . , hn} = Encoder ({x1, . . . , xn}) (1)

where hi ∈ Rd and d is hidden size.

3.3. Contrastive Learning
The encoder simply treats the dialogue as a flat
sequence, thus failing to understand interaction
patterns between different roles. Therefore, we
propose an interaction-aware contrastive learning
method (IACL) based on the encoded hidden states,
which could assist the encoded dialogue represen-
tation in grasping vital interaction information be-
tween different roles. The detailed structure of the
IACL is shown in the part (a) of the Figure 2.

Self-Representation The first step is to
divide the encoded representation into self-
representations for different roles. Similar to Liu
et al. (2022), We create two binary role masks
mu ∈ Rn and ma ∈ Rn for user and agent
respectively. The i-th element in mu is set to 1
if the token xi is spoken by user, otherwise it is
0. Similarly, we can generate ma. Then we can
get user’s self-representation Hu and agent’s
self-representation Ha by:

Hu = H ⊙mu,

Ha = H ⊙ma,
(2)

where ⊙ denotes the broadcast element-wise mul-
tiplication.
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Figure 2: The overview of CIAM. Part (a) is the detailed process of interaction-aware contrastive learning.
Part (b) is the overall structure of the role-oriented dialogue summarization model.

Interaction-Aware-Representation To acquire
the interaction information from the other role, we
perform the masked dot-product attention between
Hu and Ha. First, we compute two attention score
matrices by:

Au2a = softmax

(
Hu (Ha)

T

√
d

+Mu2a

)
,

Aa2u = softmax

(
Ha (Hu)

T

√
d

+Ma2u

)
,

(3)

where d is hidden size, Au2a and Aa2u are both
n ∗ n square matrices. We do not use linear layers
to map Hu and Ha before the attention calculation,
as we found in experiments that using the original
representation could result in better results. We
use two attention masks Mu2a ∈ Rn×n and Ma2u ∈
Rn×n defined as:

Mu2a[i, j] =

{
0, ma

j = 1, |Ii − Ij | ≤ w
−∞, otherwise

Ma2u[i, j] =

{
0, mu

j = 1, |Ii − Ij | ≤ w
−∞, otherwise

where ma
i and mu

i are the ith elements of ma and
mu, Ii and Ij are indexes of the utterances that the
i-th and j-th token belong to. Note that we intro-
duce a hype-parameter w to mask the long-range
attentions among utterances as distant utterances
are usually irrelevant. Then we can obtain a cross
representation for each role by:

Cu = (Au2a ⊙mu)Ha,

Ca = (Aa2u ⊙ma)Hu,
(4)

C represents the interaction information from the
other role. Finally we can obtain an interaction-
aware representation for each role by fusing the

self-representation and the cross-representation:

H̃u = (Hu ⊕ Cu)Wu,

H̃a = (Ha ⊕ Ca)W a,
(5)

where ⊕ denotes the concatenation operator, Wu ∈
R2d×d and Wa ∈ R2d×d are trainable parameters.
The interaction-aware representation can guide the
self-representation to learn role-level interaction
information by optimizing a contrastive loss.

Training Samples Construction To train the
interaction-aware objective, we need to construct a
positive sample and multiple negative samples for a
given dialogue D. We treat the original dialogue D
as the positive sample and construct negative sam-
ples by destroying interactions between different
roles in dialogue. Specifically, we keep all utter-
ances of the user and mask all utterances of the
agent. Then we randomly select a different dia-
logue D̃ and sample a consecutive of utterances
of the agent in D̃ to fill the masked utterances of
D. We repeat the process until all the masked
utterances in D has been filled. We repeat this
operation multiple times and generate K negative
samples where K is a hyper-parameter. Similarly,
we keep all utterances of the agent and replace all
utterances of the user, obtaining another K neg-
ative samples. Thus, for each dialogue, we can
obtain 2K + 1 training samples in total, where the
first sample is the positive sample and remaining
samples are negative samples. We generate Hu

i ,
Ha

i , H̃u
i and H̃a

i for the i-th sample through steps
in above sections.

Contrastive Objective We adopt the InfoNCE
loss (Oord et al., 2018) to train our interaction-
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aware objective. The loss is defined as:

Luser = − log
esim(H

u
1 ,H̃u

1 )/τ∑(2K+1)
j=1 esim(H

u
j ,H̃u

j )/τ
,

Lagent = − log
esim(H

a
1 ,H̃

a
1 )/τ∑(2K+1)

j=1 esim(H
a
j ,H̃

a
j )/τ

,

Lcon = Luser + Lagent.

(6)

where τ is the hyper-parameter of temperature.
sim(, ) represents a pooling operation followed by
a cosine similarity calculation. The loss pulls close
the self-representation and the interaction-aware
representation if the dialogue has correct interac-
tion, and pushes away otherwise. It guides the
dialogue representation output by the encoder to
correctly capture interaction information between
different roles.

3.4. Role-Oriented Decoder

In this paper, we propose a role-oriented decoder
which could generate different role-oriented sum-
maries with a single unified model. Specifically,
we employ different decoder start tokens to con-
trol what kind of summary to generate. The de-
coder start token is a specific token attached to
the start of the decoder’s input to indicate the start
point of decoding, which is often represented by
"<bos>". As shown in Figure 2, we use three dif-
ferent start tokens, "<ubos>", "<abos>", "<fbos>"
to guide the decoder to generate the user sum-
mary, the agent summary and the final summary,
respectively. We do not use discrete role prompts
as in Liang et al. (2022) for two reasons. First,
the discrete prompt needs to be carefully designed,
while the decoder start token is randomly initialized
without any manual annotation. Second, the em-
bedding of the prompt will affect the embedding of
the dialogue, making it difficult to obtain the self-
representation for each role. Our method only use
the decoder to control the generation of different
summaries, which is compatible with our proposed
contrastive objective.

During training, we attach the role-oriented de-
coder start token to the start of the correspond-
ing summary and get the input sequence for the
decoder{y1, . . . , yT }, where T is the length of the
summary. Then we optimize the summarization
model with a Negative Log-Likelihood loss:

Lnll = −
T∑

i=1

logP (yi | y<i, X) (7)

At the inference time, we could generate summaries
for different roles by decoding from different de-
coder start tokens.

3.5. Multi-Task Learning
During training, the interaction-aware contrastive
learing acts as an auxiliary task for the dialogue
summarization task. We combine the contastive
loss and the nll loss as:

L = Lnll + γLcon (8)

where γ is the weight of the contrastive loss. The
two tasks can effectively supplement each other.

4. Experiments

4.1. Datasets and Metrics
We evaluate our method on two public role-oriented
dialogue summarization datasets: CSDS2 (Lin
et al., 2021) and MC3 (Song et al., 2020). The
statistics of the two datasets are shown in the Ap-
pendix A.

CSDS is a Chinese customer service dialogue
summarization dataset which provides a user sum-
mary, an agent summary and an overall summary
for each dialogue. MC is a Chinese medical inquiry
summarization dataset, which provides a summary
of patient’s question and a summary of doctor’s
suggestion for each dialogue. We note them as
the user summary and the agent summary respec-
tively. CSDS is more abstractive and more specific
for the role-oriented summarization, thus is more
challenging than MC.

To evaluate models, we employ lexical-level met-
rics ROUGE-1/2/L4 (Lin, 2004) and semantic-level
metric BERT-score5 (Zhang et al., 2019) to mea-
sure the similarity of references and generated sum-
maries. For ROUGE, we follow the setting in Lin
et al. (2022) and convert all the Chinese characters
into number ids for calculation. We calculate the
F1 score of all metrics.

4.2. Baselines
We apply our CIAM on two widely used seq2seq
summarization models: BERTAbs (Liu and Lapata,
2019) and BART (Lewis et al., 2020). BERTAbs
employs a pretrained encoder BERT to encode dia-
logue and employs a non-pretrained transformer de-
coder to generate summaries. BART is a pretrained
seq2seq model, which achieves great success on
summarization datasets. We add our proposed
CIAM method on the two models and note them as
BERT-CIAM and BART-CIAM. We also compare

2https://github.com/xiaolinAndy/CSDS
3https://github.com/cuhksz-nlp/HET-MC.

We use the official crawling script to obtain the dataset.
4https://github.com/pltrdy/files2rouge
5https://github.com/Tiiiger/bert_score

https://github.com/xiaolinAndy/CSDS
https://github.com/cuhksz-nlp/HET-MC
https://github.com/pltrdy/files2rouge
https://github.com/Tiiiger/bert_score
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CSDS ROUGE-1 ROUGE-2 ROUGE-L BERTScore
BERT 55.41/52.71/49.61 39.42/36.39/33.88 53.41/50.45/46.88 78.52/79.23/76.39
BERT-Both 57.24/57.36/51.92 40.12/40.70/36.37 54.87/55.17/49.52 79.85/80.70/77.23
BERT-RAC 57.35/57.75/52.23 40.34/41.05/36.75 55.12/55.53/49.89 79.89/80.69/77.27
BERT-GLC 57.59/58.14/52.34 41.2841.2841.28/41.84/36.48 55.7455.7455.74/55.86/50.16 79.89/80.71/77.28
BERT-CIAM 57.6657.6657.66/58.7358.7358.73/52.5552.5552.55 41.12/42.0142.0142.01/36.9236.9236.92 55.51/56.7256.7256.72/50.2050.2050.20 79.9079.9079.90/81.2581.2581.25/77.3977.3977.39
w/o IACL 56.24/57.20/51.21 40.28/40.92/36.09 54.38/55.29/49.16 79.61/80.89/76.79
BART 58.66/60.35/54.13 43.35/45.09/39.37 56.60/58.13/51.18 79.54/81.14/77.31
BART-Both 59.21/60.53/54.22 43.88/45.39/39.96 57.32/58.28/51.90 79.74/81.37/77.41
BART-RAC 59.86/61.67/54.83 44.42/46.14/40.29 57.86/59.45/52.43 79.97/81.92/77.60
BART-GLC 60.07/61.72/54.82 44.55/46.21/40.11 58.06/59.51/52.46 80.1080.1080.10/81.90/77.61
BART-CIAM 60.2760.2760.27/62.2162.2162.21/55.0455.0455.04 44.6344.6344.63/46.3546.3546.35/40.4640.4640.46 58.2058.2058.20/59.8859.8859.88/52.6952.6952.69 80.01/82.0382.0382.03/77.6377.6377.63
w/o IACL 59.39/61.69/54.68 43.85/46.13/40.12 57.34/59.37/52.39 79.77/81.88/77.58

Table 1: Results on the CSDS dataset test set. Each block has three values, representing the final
summary/user summary/agent summary from left to right.

MC ROUGE-1 ROUGE-2 ROUGE-L BERTScore
BERT 84.07/95.13/81.66 79.90/94.50/76.73 83.04/95.08/80.42 92.68/97.86/91.71
BERT-Both 84.69/95.19/82.11 80.76/94.63/77.49 83.68/95.14/80.92 93.02/97.90/91.91
BERT-RAC 85.12/95.50/82.62 81.30/94.80/77.91 84.07/95.72/81.36 93.11/97.89/92.29
BERT-GLC 85.64/95.49/82.87 81.44/94.97/78.05 84.16/96.10/81.57 93.15/97.92/92.3692.3692.36
BERT-CIAM 85.8785.8785.87/95.9695.9695.96/83.0483.0483.04 81.8281.8281.82/94.9894.9894.98/78.5378.5378.53 84.6284.6284.62/96.1196.1196.11/81.6981.6981.69 93.3993.3993.39/98.1698.1698.16/92.14
w/o IACL 84.83/95.20/82.25 80.93/94.59/77.63 84.02/95.21/80.96 93.05/97.88/91.95
BART 88.37/95.42/86.33 84.75/94.99/82.33 87.38/95.37/85.30 93.65/97.94/92.63
BART-Both 88.52/95.63/87.06 85.22/95.42/82.89 87.55/95.96/85.79 93.72/97.89/92.67
BART-RAC 89.43/96.78/88.21 86.29/95.86/84.58 88.47/96.12/86.56 94.01/98.13/92.84
BART-GLC 89.55/96.84/88.47 86.47/96.14/84.6284.6284.62 88.56/96.23/86.77 94.17/98.25/92.9692.9692.96
BART-CIAM 89.8589.8589.85/96.8696.8696.86/88.7388.7388.73 86.9386.9386.93/96.3196.3196.31/84.56 88.8388.8388.83/96.7496.7496.74/86.8486.8486.84 94.2694.2694.26/98.5598.5598.55/92.90
w/o IACL 88.87/96.23/87.95 85.78/95.84/83.71 87.96/96.10/86.14 93.89/98.06/92.78

Table 2: Results on the MC dataset test set. The values in each block represent the same as in Table 1.

our methods with following previous SOTA meth-
ods based on the two models: BERT-both and
BART-both from Lin et al. (2022) which employ two
novel role attentions to model interaction between
different roles. BERT-RAC and BART-RAC from
Liang et al. (2022) which employ a discrete role
prompt to control model for different summaries,
and employ a centrality model to capture salient ut-
terances. BERT-GLC and BART-GLC from Liang
et al. (2023) which employ global-to-local centrality
scores to capture sub topics on the basis of RAC.

4.3. Implementation Details

We use chinese-bert-wwm6 and bart-base-
chinese7 to initialize our BERT-based models
and BART-based models respectively. We train
all models on a single RTX-3090 GPU. The best
checkpoint is chosen based on the performance

6https://huggingface.co/hfl/
chinese-bert-wwm

7https://huggingface.co/uer/
bart-base-chinese-cluecorpussmall

on validation set. For all models, the maximum
input length is 512. For CIAM, the window size w is
8 and the number of negative samples K is 3. The
temperature τ and the weight of the contrastive
loss γ is selected based on the performance on
the validation set. More implementation details are
shown in the Appendix B.

5. Results and Analysis

5.1. Main Results
The results of automatic metrics are shown in Table
1 and Table 2. The results on the two datasets are
similar. We can see that our proposed CIAM could
bring remarkable improvement on both BERTAbs
and BART on the two datasets. And the improve-
ment on the BERTAbs is more remarkable than on
the BART. We guess the reason is that the BART
could better capture the interaction between dif-
ferent roles than BERT. For most of metrics, our
proposed CIAM could outperform previous meth-
ods based on the same backbone model. BART-

https://huggingface.co/hfl/chinese-bert-wwm
https://huggingface.co/hfl/chinese-bert-wwm
https://huggingface.co/uer/bart-base-chinese-cluecorpussmall
https://huggingface.co/uer/bart-base-chinese-cluecorpussmall
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CSDS ROUGE-1 ROUGE-2 ROUGE-L BERTScore
BART-CIAM 60.2760.2760.27/62.21/55.0462.21/55.0462.21/55.04 44.63/46.35/40.4644.63/46.35/40.4644.63/46.35/40.46 58.20/59.88/52.6958.20/59.88/52.6958.20/59.88/52.69 80.01/82.03/77.6380.01/82.03/77.6380.01/82.03/77.63
ChatGPT 51.96/48.85/46.21 33.89/31.76/28.56 48.25/44.98/42.25 75.46/76.74/73.90
GPT4 53.04/49.78/47.97 35.10/32.98/30.97 49.72/46.32/43.98 77.12/77.15/75.10

Table 3: The results compared with ChatGPT and GPT4. The values in each block represent the same
as in Table 1.

CSDS Informativeness Conciseness Human Preference
GPT4 1.45/1.38/1.34 1.29/1.16/1.19 0.40/0.30/0.29
BART 1.52/1.48/1.42 1.10/1.18/1.16 0.19/0.38/0.31
BART-GLC 1.48/1.44/1.45 1.43/1.46/1.53 0.45/0.45/0.40
BART-CIAM 1.591.591.59/1.511.511.51/1.531.531.53 1.541.541.54/1.581.581.58/1.561.561.56 0.570.570.57/0.560.560.56/0.530.530.53

Table 4: The results of human evaluation. The values in each block represent the same as in Table 1.

CIAM achieves new state-of-the-art results on the
two datasets. Overall, our proposed CIAM is effec-
tive on different backbone structures and different
datasets.

We also conduct ablation study for the interaction-
aware contrastive learning (IACL). We can see that
all metrics drop substantially after removing the
IACL, which indicates that our proposed interaction-
aware objective could help generate better role-
oriented summaries. The results after removing
the IACL are still much higher than the results
of BERTAbs and BART, demonstrating the effec-
tiveness of generating different role-oriented sum-
maries with the control of decoder start tokens.
With the guidance of different decoder start tokens,
we can generate summaries for different roles by
only training a single model and can fully utilize the
strong relatedness between different role-oriented
summaries. We further verify the effectiveness of
our decoder-start token based control strategy in
Section 5.4.

5.2. Comparasion with LLMs
Recently, large language models (LLMs), such as
ChatGPT (Zhong et al., 2023) and GPT-4, have
demonstrated promising performances in various
natural language applications. Pu et al. (2023)
find summaries generated by LLMs could outper-
form summaries generated by fine-tuned methods.
But they do not conduct experiments on the role-
oriented dialogue summarization datasets. The
role-oriented dialogue summarization task might
be more difficult for LLMs compared with other sum-
marization tasks. First, datasets for the task usually
focus on specific domains such as customer ser-
vice. LLMs might lack enough prior knowledge for
these domains. Second, each role has a specific
goal and the summary of each role should reflect
the corresponding goal, which requires the LLMs
to fully understand the responsibility of each role.

We compare our proposed BART-CIAM with two
powerful LLMs: ChatGPT (gpt-3.5-turbo-0613) and
GPT4 (gpt-4-0613) on the CSDS dataset. The de-
tail of the prompt used is provided in Appendix C.
We provide four examples to instruct LLMs as we
find the two models fail to generate role-oriented
summaries in zero-shot setting.

Table 3 shows the results. We can see that the
LLMs can obtain satisfactory results with only a few
examples, which highlights the potential of LLMs,
but the results of automatic metrics are still lower
than the fine-tuned methods. And the results of the
GPT4 are slightly higher than the results of the Chat-
GPT. Besides, we find LLMs are obviously better
at generating the overall summary than generating
the role-oriented summaries, possibly because the
LLMs can not fully understand the goal of each role
in few-shot setting. The automatic results might not
reflect the quality of the summary, thus we also con-
duct human evaluation experiments for the GPT4
in the next section.

5.3. Human Evaluation
We also conduct human evaluation for our pro-
posed BART-CIAM and three other baselines.
Specifically, we randomly sample 100 samples
from the CSDS dataset with corresponding gen-
erated summaries. We recruited 4 graduate stu-
dents with Chinese proficiency to rate summaries
according to the following two aspects: (1) Informa-
tiveness: whether the generated summary could
correctly contain the key information (2) Concise-
ness: whether the generated summary could avoid
redundant and unnecessary information. The sum-
maries are rated with a score ranged from 0 to 2,
with 2 being the best. We also conduct a Human
Preference test where evaluators are asked to se-
lect a best summary or several best summaries
from the generated summaries of different models
and we calculate the percentage being selected
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for each model. We train the evaluators with the
evaluation rules and require them to evaluate sum-
maries according to both the reference summary
and the original dialogue. Following Wang et al.
(2022), we run an inter-annotator agreement study
and the average kappa score is 0.46.

As shown in Table 4, our method can gener-
ate more informative and more concise summaries
compared with baselines. And the summaries gen-
erated by our model are most prefered by human
evaluators. Besides, we can see that the perfor-
mance of the GPT4 is comparable to the fine-tuned
BART, but still lags behind our method, especially in
conciseness. We found the summaries generated
by LLMs are prone to contain unnecessary informa-
tion such as greeting, thanks, or even hallucinated
content. Therefore, a fine-tuning method specific
for the role-oriented dialogue summarization is still
meaningful.

5.4. Further Analysis

Decoder Start Token vs Discrete Prompt Our
proposed CIAM employs decoder start tokens to
control the generation of different role-oriented sum-
maries instead of employing discrete role prompts
as previous studies (Liang et al., 2022, 2023). To
understand the impact of different control strate-
gies, we introduce two variants of our proposed
CIAM, CIAM-prefix and CIAM-suffix. CIAM-prefix
employs a prompt attached to dialogue to control
the model as in Liang et al. (2022) while CIAM-
suffix employs a prompt attached to the input of
the decoder to control the model. The interaction-
aware contrastive objective is also employed on the
two variants. Following Liang et al. (2023), we use
"[user summary]", "[agent summary]", "[final sum-
mary]" as prompts for required summaries. We use
BART as the backbone for all models and conduct
experiments on the CSDS dataset.

CSDS ROUGE-2 ROUGE-L
CIAM 44.6344.6344.63/46.3546.3546.35/40.4640.4640.46 58.2058.2058.20/59.8859.8859.88/52.6952.6952.69
CIAM-prefix 44.20/46.12/40.08 57.54/59.39/52.25
CIAM-suffix 44.48/46.27/40.32 57.89/59.64/52.57

Table 5: Results of different control strategies on
the CSDS dataset. The values in each block repre-
sent the same as in Table 1.

The results are shown in Table 5. We can see
that the results of the CIAM-prefix are worse than
other models significantly. The reason is that the
representation of the prompt affects the represen-
tation of the dialogue. And the results of the CIAM-
suffix are slightly worse than CIAM. One possible
reason is that the prompt we use is not optimal
as the discrete prompt is hard to design. Besides,

employing prompt on the decoder is difficult to im-
plement, especially for BERTAbs. The decoder
start token can be seen as a specific prompt for the
decoder, which requires no annotation and can be
easily implemented for any generation models.

Coefficient of the Multi-Task Loss τ The coeffi-
cient τ controls the weight of the contrastive loss in
the multi-task loss. To understand the impact of τ ,
we conduct experiments with BART-CIAM on the
CSDS dataset. As shown in Table 6, the weight

τ ROUGE-2 ROUGE-L
0 43.85/46.13/40.12 57.34/59.37/52.39
0.2 44.02/46.23/40.29 57.39/59.58/52.65
0.4 44.27/46.25/40.38 57.69/59.64/52.53
0.6 44.6344.6344.63/46.3546.3546.35/40.4640.4640.46 58.2058.2058.20/59.8859.8859.88/52.6952.6952.69
0.8 44.51/46.27/40.34 57.90/59.72/52.47
1.0 44.49/46.30/40.41 57.84/59.69/52.43
2.0 44.07/45.96/40.17 57.42/59.36/52.24
10.0 43.36/45.77/39.85 56.87/59.04/51.89

Table 6: The results of the BART-CIAM with differ-
ent τ coefficients. The values in each block repre-
sent the same as in Table 1.

of the contrastive loss τ is important for the model
performance. As the weight of the contrastive loss
increases, the model’s performance first improves
and then degrades. Assigning small weights to the
contrastive objective could not help the model fully
capture interaction between different roles. How-
ever, assigning large weights to the contrastive ob-
jective will force the model to prefer the auxiliary
task and ignore the primary generation task.

Summary Completeness Analysis To capture
the key information of a role-oriented summary, the
model often needs to integrate the content from
other roles, especially for the agent summary. To
verify whether our method can capture interaction
information, we evaluate our methods on these
incomplete cases as Lin et al. (2022). Following the
setting in Lin et al. (2021), we divide the test agent
summaries from CSDS into incomplete samples
and complete samples according to whether other
role’s information are needed to be integrated8 and
compare the summary quality of different types of
samples.

As shown in Table 7, BART-CIAM outperforms
BART-GLC on incomplete samples, which proves
that our method can help capture the interaction-
related information. After removing the contrastive
objective (IACL), the results drop substantially,
demonstrating the interaction-aware contrastive

8It is judged by leveraging the key utterance indices
labeled in the CSDS.
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CSDS ROUGE-2 ROUGE-L
Type A/B Type A/B

BART-GLC 43.57/45.06 57.20/60.91
BART-CIAM 45.0545.0545.05/47.6847.6847.68 58.4458.4458.44/61.9361.9361.93
w/o IACL 43.77/45.67 57.60/60.19

Table 7: The performance on different types of
samples. Type A represents incomplete samples
that need to integrate other role’s information, and
Type B represents complete samples that do not.
All the metrics here are recall scores.

learning is effective. Besides, the results of com-
plete samples are also improved as interaction in-
formation can help capture the role’s main content.

Case Study We use the same example shown
in Figure 1 to demonstrate the superiority of our
method. Figure 3 shows the role-oriented sum-
maries generated by different methods for the ex-
ample. As for the user summary, BART-GLC ig-
nores the user’s issue about "canceling all orders"
and BART generates a redundant sentence. The
summary generated by our method is similar to the
reference summary and is able to concisely con-
tain all key information. As for the agent summary,
the summary generated by our method still con-
tains more key information and less redundancies
than other methods. Moreover, only our method
could generate the key information "address" which
needs to be integrated from the utterances of the
users. Therefore, our method can help the model
capture interaction information and generate more
informative role-oriented summaries.

6. Conclusion

In this paper, we focus on the role-oriented dia-
logue summarization task. To fully grasp interac-
tion information, we propose an interaction-aware
contrastive objective, which could help the model
capture interaction patterns between different roles
and obtain interaction-aware dialogue representa-
tions. And we propose a role-oriented decoder,
which utilizes different start tokens to control the
generation. Thus we can generate different role-
oriented summaries by training a single model and
fully utilize the relatedness between different sum-
maries. Experiments on two public datasets prove
our methods can surpass previous SOTA methods
and powerful LLMs. In the future, we will try to
apply our method to multi-role dialogue scenarios
and other dialogue-related tasks.

User Summary 

BART 

用户询问购买的商品是否可以更换地址。用户表示刚买的那

些订单已经取消了。用户询问能否取消订单。(The user asks 
whether the address of the purchased product can be 
changed. The user says that the order purchased has been 
cancelled. The user asks whether the order could be canceled.) 

BART-GLC 
用户询问购买的商品是否可以更换收货地址。(The user asks 
whether the address of the purchased product can be 
changed.) 

BART-CIAM 

用户询问购买的商品是否可以更换地址。用户询问能否全部

取 消 订单 。 (The user asks whether the address of the 
purchased product can be changed. The user asks whether all 
orders could be canceled.) 

Reference 

用户询问购买的商品能否更换地址。用户希望客服帮助取消

全部订单。 (The user asked whether the address of the 
purchased product could be changed. The user wants the 
agent to help cancel all orders.) 

Agent Summary 

BART 

客服回答是改不了的。客服回答支付订单是[数字]的，只取

消了一部分。(The agent answers that it cannot be changed. 
The agent replies that the payment order was [number] and 
only a part of it is cancelled.) 

BART-GLC 

客服回答下单之后是改不了的。客服回答只能取消一部分。

客服回答是三方商家的，需要商家审核一下。(The agent 
answers that it cannot be changed after placing the order. The 
agent replies that only a part of it is cancelled. The agent 
replies that the order is from a third-party merchant and 
needs to be reviewed by the merchant.) 

BART-CIAM 

客服回答下单之后无法更换地址。客服回答订单是三方商家

的，需要商家审核一下。(The agent replies that the address 
cannot be changed after placing the order. The agent replies 
that the order is from a third-party merchant and needs to be 
reviewed by the merchant.) 

Reference 

客服表示下单后不可以更换地址。客服表示需要商家审核。
(The agent states that the address cannot be changed after 
placing the order. The agent says it needs to be reviewed by 
the merchant.) 

 

Figure 3: The generated summaries for the exam-
ple shown in Figure 1. Blue texts represent key
information and green texts represent redundant
content.

7. Ethical Considerations

In this paper, we use two public datasets, CSDS
and MC. CSDS is constructed based on a pub-
lic customer service dialogue dataset JDDC. All
private information is anonymized. MC is con-
structed based on a public Chinese medical inquiry
website. All private information of the patient has
been anonymized by the website. We acquire the
dataset by using the official script and preprocess
the dataset by following the setting in the original
paper strictly.
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Appendix

A. Dataset Statistics

The statistical information of the two datasets is
shown in Table 8.

CSDS MC
Train Size 9101 29324
Val Size 800 3258
Test Size 800 8146
Dial Length 321.92 292.21
UserSum. Length 37.28 22.37
AgentSum. Length 48.08 95.32
FinalSum. Length 83.21 117.69

Table 8: Statistics of the two datasets.

B. Implementation Details

For BART-based methods, the learning rate is 3e-
05, the warm up steps is 800 and the training
epochs is 5. At the inference process, the beam
size is 3 and the maximum generated summary
length is 150. For BERTAbs-based methods, the
warm up steps is 1000 and the training steps is
8000. The learning rate of the encoder and the
decoder are set to 0.002 and 0.02, respectively. At
the inference process, the beam size is 5 and the
maximum generated summary length is 200.
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C. Prompt used for LLMs

The prompt used for ChatGPT and GPT4 is shown
in Figure 4. Four examples are provide in prompt.
The examples are randomly sampled for each test
sample. The user summary, the agent summary
and the overall summary are generated simulta-
neously through the prompt. We apply a regex
expression to extract different summaries from the
generated response.

 

 

 

给定一段中文客服对话，请分别生成用户视角的摘要，客服视

角的摘要和整段对话的总体摘要。(Given a Chinese customer 
service dialogue, please generate a summary for the user, a 
summary for the agent, and an overall summary for the whole 
dialogue.) 
下面是四个示例：(The Following are four examples:) 
示例一：(Example 1:) 
对话：（Dialogue:） 
{ Dialogue } 
用户摘要：(User Summary:) 
{ User Summary } 
客服摘要：（Agent Summary:） 
{ Agent Summary } 
总体摘要：(Overall Summary:) 
{ Final Summary } 
….. 
请为下面的测试对话生成用户摘要，客服摘要和总体摘要。
(Please generate the user summary, the agent summary, the overall 
summary for the following test dialogue:) 
对话：(Dialogue:) 
{ Dialogue } 
用户摘要：(User Summary:) 
客服摘要：（Agent Summary:） 
总体摘要：(Overall Summary:) 
 

Figure 4: Prompt used for LLMs.
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