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Abstract
Graph neural networks (GNNs) play a fundamental role in anomaly detection, excelling at the identification of node
anomalies by aggregating information from neighboring nodes. Nonetheless, they exhibit vulnerability to attacks, with
even minor alterations in the graph structure or node attributes resulting in substantial performance degradation. To
address this critical challenge, we introduce an innovative mechanism for graph adversarial training, meticulously
designed to bolster GNN-based anomaly detection systems against potential poisoning attacks. This novel approach
follows a two-step framework. (1) In the initial phase, we employ a Multiple-Objective Generative Adversarial Attack
(MO-GAA), which focuses on generating feature modifications and inducing structural disruptions within the graph. lts
primary objective is to mimic the adversarial behavior of potential attackers on the anomaly detection graph, with the
explicit intention of confounding the anomaly detector. (2) In the subsequent stage, we introduce Purification-Based
Adversarial Attack Defense (PB-AAD), a method specifically designed to rectify any contamination and restore the
integrity of the graph. The central aim of PB-AAD is to counteract the destructive actions carried out by potential
attackers. Our empirical findings, derived from extensive experiments conducted on four real-world anomaly detection
datasets, serve to demonstrate how MO-GAA systematically disrupts the graph, compromising the effectiveness of
GNN-based detectors, while PB-AAD effectively mitigates these adversarial actions, thereby enhancing the overall

robustness of GNN-based anomaly detectors.
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1. Introduction

Anomaly detection, a critical task focused on identi-
fying instances that deviate from expected patterns
within a dataset, has garnered significant attention
and assumes a vital role in various domains, includ-
ing credit card fraud detection, spam filtering, and
hacker intrusion detection (Akoglu et al., 2015; Ma
et al., 2023; Zheng et al., 2023a). Nevertheless,
the challenge lies in the intricate nature of anomaly
detection, owing to issues such as data sparsity
and the implicit features that characterize anoma-
lies (Pang et al., 2021; Zheng et al., 2023c). Take
e-commerce websites as an example. A multitude
of legitimate users engage in purchasing products
and assessing merchants based on service qual-
ity. However, a small minority of malicious users
may intentionally manipulate ratings for illicit gains.
These malicious users skillfully blend in with the
majority, making it arduous for classifiers to distin-
guish them from ordinary users, primarily due to
the subtlety of their distinguishing features.
Recently, spurred by notable strides in the field
of graph neural networks (GNNs), a new wave of
GNN-based anomaly detection methodologies has
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emerged. These techniques are specifically engi-
neered to excel in the identification of anomalies. At
their core, GNN-based anomaly detectors function
by constructing a graph that establishes connec-
tions among diverse objects. They harness the
intrinsic capabilities of GNNs to discern anoma-
lies from normal instances. Notably, these detec-
tors offer the advantage of end-to-end and semi-
supervised training, effectively mitigating the need
for extensive feature engineering and costly data
annotation efforts (Dou et al., 2020; Tang et al.,
2022; Yu et al., 2021). Diverging from conventional
anomaly detection models, GNN-based detectors
excel in generating high-caliber node embeddings
through the iterative aggregation of information
from neighboring nodes. These embeddings effec-
tively encapsulate the fundamental characteristics
of anomalous data.

In spite of their commendable achievements, ex-
tant GNN-based anomaly detectors exhibit a high
susceptibility to significant disruptions in the face
of potential attacks on the underlying graph struc-
ture. This vulnerability detrimentally affects the
performance of GNN-based fraud detection sys-
tems. lllustrated in Figure 1, we provide a scenario
of an attacked financial transaction network, where
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A. Financial transaction network

Figure 1: An illustration of an attacked financial
transaction network. The blue one and red one
denote the normal user and fraudster, respectively.
There are two types of attack modes against the
anomaly detection graph. (1) Attribute modifica-
tion: the attacker modifies the attribute of normal
user us and fraudster us to make it delusive for
detectors (bold underline indicating the modified
credit scores). (2) Structure destroy: the attacker
destroys the graph structure by deleting edge ey 5
(cross) and adding edge ey 4 (dotted line) to attenu-
ate the fraudster’s suspiciousness (e.g., fraudster
uy camouflages himself via connecting many nor-
mal users.)

(u1, ug, us) represent legitimate users (depicted in
blue), and (u4, us) represent fraudulent entities (de-
picted in red). Two distinct modes of attack become
evident: (1) Feature Manipulation: In this primary
mode of attack, the assailant endeavors to manip-
ulate user attributes, aiming to confound anomaly
detectors. As observed in Figure 1 (B), the attacker
has altered the credit score attribute of the normal
user us, reducing it from 90 to 60. This diminished
credit score diminishes trust in user uy, often result-
ing in transaction failures as cautious traders shy
away. Conversely, the attacker artificially inflates
the credit score of fraudster us, raising it from 10
to 90, thus attracting a greater number of users to
engage in transactions with them. The attacker’s
tactics involving attribute manipulation serve as
an effective means to evade feature-based detec-
tors. (2) Structural Disruption: Graph structure
also remains susceptible to manipulation by attack-
ers, as depicted in Figure 1 (C). In this scenario,
normal users w; and u3 engage in transactions,
thereby creating a transaction edge e;3 between
them. The attacker intervenes by tampering with
the transaction records of u3, specifically deleting
edge e;3. This action leads to a reduction in the
count of successful transactions for u3, suggest-
ing that w3 may no longer be considered a normal
active user. Consequently, there is an increased
likelihood of u3 being misclassified as a fraudster
by the detection system. Similarly, the attacker
manipulates the transaction records of fraudster
uy4, adding edge eq14 While deleting edge e45. This

strategic maneuver boosts the count of effective,
high-quality transactions for fraudster w4, enabling
them to evade detection. Furthermore, the transi-
tive nature of graph connections, in which edges
disseminate information across different nodes, am-
plifies the risk of widespread misclassifications in
GNN-based models. These models heavily rely
on the recognition of user relationships, thereby
exacerbating the severity of misclassifications.

In summary, attackers aim to subvert GNN-
based models through a process known as a "poi-
soning attack," involving the modification of node
features and the disruption of graph structure be-
fore dataset training. Such attacks pose a sig-
nificant threat to financial systems, internet secu-
rity, and various other critical infrastructure. Given
this pressing concern, safeguarding GNN-based
anomaly detection against poisoning attacks be-
comes imperative. To address these challenges,
we introduce a graph adversarial training mecha-
nism designed to bolster the robustness of GNN-
based anomaly detectors. Specifically, we present
a Multiple-Objective Generative Adversarial Attack
(MO-GAA) mechanism, which employs a generator
to replicate attacker behaviors, introducing distur-
bances to feature and adjacency matrices within
defined constraints. MO-GAA, grounded in real-
world attack scenarios, maximizes node misclas-
sification and edge prediction errors to befuddle
detectors and generate modified feature and ad-
jacency matrices. Following this, we implement
a Purification-Based Adversarial Attack Defense
(PB-AAD) mechanism, utilizing contrastive learning
techniques (Oord et al., 2018). PB-AAD, guided
by principles of denoising, exploits low-rank and
sparsity attributes to cleanse and fortify the graph
structure.

This work yields the following insights and con-
tributions:

(1) We critically analyze the robustness of GNN-
based anomaly detection systems. This analysis is
crucial for understanding the inherent vulnerabili-
ties and limitations of these detectors, offering valu-
able perspectives on their operational challenges.

(2) We develop MO-GAA, a model designed to
emulate real-life attacker behaviors, alongside PB-
AAD, a defense mechanism against graph poison-
ing attacks. The synergistic application of MO-GAA
and PB-AAD unveils the tactics used by attackers
to compromise graphs and introduces strategies to
address the challenges of potential graph poisoning
attacks. To our knowledge, this is the pioneering
use of graph adversarial training to counteract poi-
soning attacks in GNN-based anomaly detection.

(3) We carry out comprehensive experiments
across four real-world anomaly detection datasets.
The results demonstrate that MO-GAA significantly
disrupts the graph structure beyond the effects of
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random attacks, while PB-AAD substantially im-
proves the robustness of GNN-based anomaly de-
tection systems.

2. Related Work

Graph Neural Netwoks: Graph neural networks
(GNNSs) have marked a revolutionary stride in the
field of graph representation learning. A variety
of GNN frameworks have been instrumental in
propelling this success, each contributing unique
perspectives and techniques(Zheng et al., 2022a).
The Graph Convolutional Network (GCN) (Kipf and
Welling, 2017; Zheng et al., 2023b,d) revolution-
izes the way information is processed on graphs.
It employs a symmetric regularized adjacency ma-
trix alongside a propagation mechanism that en-
ables the extensive dissemination of information
across the graph. This approach allows GCNs to
effectively capture and integrate node-level infor-
mation, facilitating a comprehensive understanding
of the graph’s structure and dynamics. In paral-
lel, the Graph Attention Networks (GAT) (Velick-
ovic et al., 2018) take inspiration from the atten-
tion mechanism, allowing for a more nuanced and
selective aggregation of neighbor nodes’ features.
This is achieved through masked self-attentional
layers, which assign varying attention weights to
different neighboring nodes. Such a mechanism
ensures that crucial features are highlighted and
integrated, leading to more informed and context-
aware node representations. GraphSAGE (Hamil-
ton et al., 2017) extends the versatility of GNNs
by introducing a neighbor node sampling strategy
combined with aggregation functions such as mean,
max, or LSTM. This approach allows for the effi-
cient handling of large-scale graphs by capturing
and preserving local structural patterns within the
node embeddings, thereby enhancing the model’s
ability to generalize and adapt to unseen data.
Moreover, the Graph Isomorphism Network (GIN)
(Xu et al., 2019b; Zheng et al., 2022b) breaks
new ground by leveraging a multi-layer perceptron
(MLP) to aggregate node features. This method-
ology aligns closely with the discriminating power
of the Weisfeiler-Lehman graph isomorphism test
(Weisfeiler and Leman, 1968), establishing GIN as
a formidable architecture capable of distinguishing
between different graph structures effectively.
GNN-based Anomaly Detection: Recent re-
search has witnessed a notable shift in the field
of complex anomaly detection. Researchers have
begun to represent intricate anomaly detection data
as graph structures and employ GNNs for the clas-
sification of abnormal and normal nodes (Dou et al.,
2020). CARE-GNN (Dou et al., 2020) constructs
a graph based on multiple relations, aggregating
node neighborhood information for the purpose

of detecting review fraud. GEM (Liu et al., 2018)
focuses on learning weighting parameters for differ-
ent graph structures to effectively detect malicious
accounts. Player2Vec (Zhang et al., 2019) encodes
both intra- and inter-relation neighbor information,
resulting in discriminative node embeddings specif-
ically designed for cybercrime identification. Ge-
niePath (Liu et al., 2019)adapts the receptive fields
of GNNs to better capture a wide range of finan-
cial fraud-related information. These research en-
deavors have significantly advanced the field by
harnessing the capabilities of GNNs for anomaly
detection within graph-structured data.

Adversarial Graph Robustness Analysis: Our
research is situated within the realm of adversar-
ial graph robustness analysis, encompassing both
adversarial graph attacks and graph adversarial
defense mechanisms. Adversarial graph attacks,
as explored in previous works (Zigner et al., 2018;
Zigner and Ginnemann, 2019; Xu et al., 2019a),
seek to identify perturbations that disrupt the per-
formance of GNN models in downstream tasks,
such as node classification, link prediction, and
graph classification. These perturbations typically
involve the modification of node features or the
addition/deletion of edges within the graph struc-
ture. In contrast, the primary objective of graph
adversarial defense strategies (Zhu et al., 2019;
Entezari et al., 2020; Jin et al., 2020) is to protect
the graph from adversarial attacks. These defense
mechanisms aim to restore the graph’s original in-
tegrity by addressing issues such as node noise
removal (Zhu et al., 2019) and graph structure pu-
rification (Entezari et al., 2020; Jin et al., 2020),
thereby enhancing the overall robustness of GNN
models. Our work differs from the above methods
in two aspects. First, we employ MO-GAA to sim-
ulate the attacker’s behaviors and propose node
and edge misclassification errors to confuse the
GNN-based anomaly detectors, whether they are
feature-based or relationship-based. Second, we
integrate the modified feature and adjacency ma-
trices to PB-AAD and utilize contrastive learning
(Oord et al., 2018) to make the discriminator adap-
tively keep away from noise nodes. Besides, we
leverage the low rank and graph sparsity proper-
ties to purify the graph structure. To the best of
our knowledge, we are the first to introduce graph
adversarial training to improve the robustness of
GNN-based anomaly detection.

3. Preliminaries

In this section, we first formalize the problem of the
GNN framework and anomaly detection on graphs.

Graph. Graphs are ubiquitous data structures
that model the pairwise interactions between enti-
ties (Pareja et al., 2020), formulated by a quadruple
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G ={V,& X, A}, where V and € represent the set
of nodes and edges, respectively. X € R"*% s the
initial feature matrix with n and dy denoting the num-
ber of nodes and the dy-dimensional initial features,
respectively. The adjacency matrix A € R"*" is
constructed by the connection of edges between
nodes. where the element a;; € {0,1} of the
adjacency matrix represents whether the node v;
links to the node v;. Concretely, taking the Fig-
ure 1 (A) as an example, we regard the users
(uq,uz,us, ug, us) as nodes while the transaction
records (612, €14, €15, €23, €34, 645) can be instanti-
ated edges connected to different users.

In our work, we adopt GIN (Xu et al., 2019b), a
state-of-the-art graph neural network, as our en-
coder, which has been proved to be able to en-
capsulate the neighborhood homophily as well as
the structural homophily (Wang et al., 2021). GIN
utilizes the sum-like aggregator and MLP for neigh-
borhood node information transformation, i.e.,

b = MLP® [ (1+€)-hi™"+ Y ReLU (h!)
JEN(4)
(1)

where () is either a learnable parameter or a fixed
scalar. We stack L layers to obtain the final node
representation h’. Since our approach has a gen-
erator G and discriminator D, we denote the final
node embedding of generator G as h¢, the final
node embedding of discriminator D as hP.

Anomaly Detection on Graphs. The purpose of
anomaly detection is to distinguish abnormal items
and normal items in the datasets, which can be de-
fined as a binary classification problem. However, it
is arduously expensive and sometimes infeasible to
access sufficient labeled data. Thus we formulate
the anomaly detection on a partially labeled graph G
as follows: Foragivengraph G = {V,&£, X, A, Y},
where Y'* is the set of the partial labels on nodes
and each y; € Y is a binary value which takes
value 1 if the corresponding node v; is abnormal
and 0 otherwise. The objective of the anomaly de-
tection model is to learn a predictive function in the
following:

fo = Ex,~glogp (yi | xi,y; € Y*) ,y; € {0,1}.
(2)
We obtain the final node representation by GIN
encoder fy and employ a classifier (i.e., MLP) to
distinguish the normal and abnormal nodes, where
0 is the parameters to be learned.

4. Methodology

Our methodology comprises two distinct compo-
nents. The first component, Generative Adversarial
Attack, is specialized in the art of graph manipu-
lation to deliberately undermine the performance

Symbol | Definition
GV, EYE Graph; Node set; Edge set; Node label set
X; A Feature matrix; Adjacent matrix
X', A/ Modified feature matrix; Modified adjacent matrix
G;D Generator; Discriminator
N; The neighbors of node v;
S; The negative sample set for node v;
I; L GNN layer number; Total number of layers
h¢; hP The final node embedding of G and D
n;do The number of nodes; The initial dimension of features

Table 1: Glossary of Notations

of the anomaly detector. The second component,
Adversarial Attack Defense, is dedicated to the task
of purging noise from the perturbed graph, thereby
fortifying the robustness of anomaly detection. We
have conveniently summarized all essential nota-
tions which are employed in this paper within Table
1 for quick reference.

4.1. Multiple-objective Generative
Adversarial Attack

In this section, we embark on a systematic explo-
ration of techniques for undermining the perfor-
mance of anomaly detection through graph ma-
nipulation. As illustrated in Figure 1, it's important
to note that malicious attackers may not only tam-
per with user node features (graph attributes) but
also disrupt the connections between users (graph
structure), thereby muddling the detector’s ability to
identify outliers. Our objective is for the generator
G to faithfully emulate real-world attack scenarios
by attempting to modify both the features and ad-
jacency matrix, much like genuine attackers. To
achieve this, we construct two transformation ma-
trices implemented using Multilayer Perceptrons
(MLP), i.e.,

X' =X -M,A'=A-S (3)

where M € R"*% and S € R"*" denotes feature
transformation matrix and adjacency transforma-
tion matrix.

Indeed, the most straightforward method of at-
tack would be to erase all node features and delete
every edge, resulting in the complete obliteration
of the entire graph. Yet, such a scenario is almost
implausible in real-world situations. Therefore, the
underlying principle of the generative adversarial
attack hinges on the generator GG being capable of
automatically generating subtle perturbations that
minimize their detectability by the GNN anomaly
detector. To maintain some level of realism and
ensure that the generator doesn’t radically alter the
graph, we introduce a constraint by limiting the num-
ber of permissible alterations using a predefined
budget A as inspired by (Zugner et al., 2018).

[A" = Ally + X' = X[l < A (4)
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where A’ and X’ are modified adjacency matrix
and feature matrix, respectively.

Equation 2 illustrates how we can derive the
classification probability of node v; by employing
the GIN encoder and maximize the probability that
node v; pertains to the correct label y;. Conversely,
if our objective is to undermine the node classi-
fication performance of the detector by attacking
the graph, we should ensure that the classification
probability of node v; belonging to the original cate-
gory y; is no longer the highest. Consequently, we
formulate a loss function for all nodes as follows:

n

L, = Z (maxIn U(hfc) —1In U(hfyi)) (5)

cAYi

where o represents softmax function and denotes
the probability of node assigning node v; to its orig-
inal class y; or another class ¢ (¢ # y;).

Equation 5 outlines how to directly employ node
classification errors to guide the generator in modi-
fying the original adjacency matrix A and feature
matrix X into A’ and X’ under the limited condition
A. However, the loss function £,, solely concerns
the individual node, leading the generator to focus
on modifying node features without much sensitiv-
ity to the graph’s structural changes. As depicted
in Figure 2, the trained discriminator D adeptly
discriminates between abnormal nodes (indicated
by blue) and normal nodes (depicted in red), with
the dotted line signifying the classification bound-
ary. When the graph is subjected to an attack, and
features are altered, the abnormal node v0 shifts be-
low the boundary, while the normal node v; moves
above it. As a result, v0 may appear camouflaged,
resembling normal nodes. Nevertheless, we can
still identify v0 by considering its proximity to v, and
vg (i.e., other abnormal nodes) since they main-
tain close relationships. In a similar manner, we
can determine that v, is a normal node based on
its connections to neighbors v4 and v5. From this
perspective, maximizing node classification errors
predominantly affects node features and may not
be as effective for relational GNN-based anomaly
detectors. Therefore, we propose utilizing edge
prediction errors to gauge the extent of damage to
the graph’s structure. Specifically, for a given node
v;, We can assess edge predictions between node
v; and v; as a binary classification problem:

o(b{" n) = 1,0, € N, (6)

where T denotes transpose of vector hf, and node
v; is the neighborhood node of v;. Then we com-
pute edge prediction error on the whole graph G
and employ negative sampling (Mikolov et al., 2013)

Figure 2: An example of misclassification. The
trained detector can distinguish abnormal nodes
from normal nodes, and the dotted line represents
the classification boundary. After attacking, the
feature-based detector will misclassify vy and vy,
but the relationship-based detector can still identify
normal and abnormal nodes from the connections
of neighbor nodes.

to obtain loss function:

n N;
L= (loga(h{™ - h&) —loga(h{™) - nf))
i

7)
where hf denotes the node vector, of which means
vy is not neighborhood nodes of v;, i.e., v, ¢ N; We
define S; as negative sample set for node v; and
use a negative sampling ratio of 1 (one negative
pair per one positive pair, i.e., |S;| = |N;|). Then,
We combine the node classification and edge pre-
diction errors to obtain the final loss function, i.e.,

Lo =al,+(1—a)Lle (8)

where « denotes the weight.

4.2. Purification-based Adversarial
Attack Defence

The basic idea of graph purification-based adver-
sarial attack defense (PB-AAD) is how to utilize the
modified feature and adjacency matrices to avoid
the interference of node noise and purify the graph
structure so that the trained GNN-based detector
can correctly classify the future adversarial sam-
ples. To tackle the above challenges, we lever-
age contrastive learning to denoise the node and a
graph structure purification mechanism, which pro-
vides great help for GNN-based detector defense
against the potential attack.

Concretely, for the contrastive learning, we use a
discriminator to encode (X, A) and (X', A’), re-
spectively. The node vector h” obtained from
(X, A) represents positive sample while the node
vector (hf)’ obtained from (X', A’) represents neg-
ative sample. We use the InfoNCE loss (Oord et al.,
2018) to increase the difference between positive
and negative sample pairs so that the clean nodes
are far away from the noisy nodes. Positive sam-
ple pairs can be represented by node v; and its
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surrounding neighbors. We use a first-order r-ego
network, which can be defined as:

Definition 1. r-ego network. Ego network orig-
inated from social networks (Li et al., 2014). It
consists of a focal node (ego) and the nodes to
which the ego is directly connected, plus the edges.
Given a vertex v, the r-ego network can be defined
as a subgraph S, = {(u,e) | d(v,u) < r}. The
d(v,u) represents the shortest path distance be-
tween node v and « in graph G. In our work, we
adopt the first-order ego network (i.e., 1-ego) to
represent each node’s local structure.

Then, we denote the positive pair and negative
pair as (h”, h{’) and (h;, (h§)’), respectively. In-
foNCE loss can be described as a process that only
uses its own information to distinguish positive and
negative samples. The formula is as follows:
exp (hD(T)hiD(ego)/T)

Z?:o exp (hZD(T) (hJG)//T)

where T is the temperature hyper-parameter.

For the purification of the graph structure, we
delve into the low-rank and sparsity properties of
the graph, which are conducive to the refinement
and restoration of the graph structure, as high-
lighted in prior work (Jin et al., 2020). Anomaly
detection graphs inherently exhibit low-rank and
sparsity characteristics, as both anomalous and
normal nodes often tend to cluster within communi-
ties, with connections limited to a relatively small
number of neighbors. In such a context, we em-
ploy the discriminator to derive the reconstructed
adjacency matrix using node embeddings and the
Hadamard product, aimed at restoring the original
graph structure from the noisy and perturbed graph.
This process can be framed as a structural learning
problem as follows:

£node _

—log

Lot = —|lo(HE © HOD) - |,

HG o HG(T) c RXn (10)

where o represents the sigmoid activate function
and H” is node embeddings of the whole graph.
||-||3 denotes the ¢, norm, which enforces the recon-
struct adjacency to retain the properties of low rank
and sparsity. We combine the loss £mode, Loraph
and cross-entropy loss of node classification with
a total loss as follows:

Lp = L%+ LI 4 yLop (1)

where 8 and v is a balancing coefficient. The cross-
entropy loss L can be defined as:

"]

1
Lok =

(12)

TV > (yi-logpi+ (1 —y,) -log (1 —pi)) .
=1

4.3. Model Discussion

In our research, we employ the Multiple-Objective
Generative Adversarial Attack (MO-GAA) to meticu-
lously emulate the objectives of potential attackers.
This is achieved by generating modified feature and
adjacency matrices, which are meticulously tailored
based on the errors associated with node classifi-
cation and edge prediction. These adjustments are
strategically designed to mimic the sophisticated
strategies that attackers might employ.

Following the generation of these perturbed ma-
trices, they serve as the foundation for our adver-
sarial training process. This is a critical step in our
methodology, as it allows our model to learn and
adapt from the intricacies and nuances introduced
by the MO-GAA, enhancing its defensive capabili-
ties against potential adversarial threats.

To further bolster the robustness of our approach,
we incorporate contrastive learning mechanisms
aimed at effectively identifying and eliminating
noise from the nodes. This step is crucial for en-
suring the accuracy and reliability of our node rep-
resentations, significantly reducing the likelihood
of false positives and negatives that can arise from
noisy data.

Additionally, we apply /2 normalization to the
graph’s structure, an essential process that aims
to enhance the clarity and purity of the graph. This
normalization process helps in maintaining the in-
tegrity of the graph structure, ensuring that the re-
lationships and interactions within the graph are
accurately represented, free from distortions that
could impact the model’s performance.

The computational complexity of our model is de-
lineated as O(n + n * |£| 4+ n?), where n represents
the number of nodes and £ denotes the number
of edges. This complexity reflects the comprehen-
sive nature of our approach, accounting for individ-
ual nodes, their interactions through edges, and
the overall network structure, ensuring a holistic
and thorough analysis and fortification of the graph
against adversarial activities. This multi-faceted
approach underlines the depth and breadth of our
study, highlighting its significance and potential im-
pact in the realm of anomaly detection.

5. Experiments

5.1. Experimental Settings

Dataset #Users(% normal, abnormal) #Objects #Edges
Reddit 10,000 (96.34%, 3.66%) 984 78,516
Wiki 8,227 (97.36%, 2.64%) 1,000 18,257
Alpha 3,286 (61.21%, 38.79%) 3,754 24,186
Amazon 27,197 (91.73%, 8.27%) 5,830 52,156

Table 2: Dataset and graph statistics
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Dataset: We have selected four real anomaly de-
tection datasets to evaluate the effectiveness of our
approach. The datasets are as follows: (1) Reddit
(Kumar et al., 2019): This dataset represents a user-
subreddit graph, and it contains ground truth tags
for forbidden users (abnormal users). (2) Wiki (Ku-
mar et al., 2019): The Wiki dataset is an editor-page
graph, capturing one month of edits on Wikipedia
pages. It includes public ground-truth labels for
banned users (abnormal users). (3) Alpha (Ku-
mar et al., 2018): Derived from the Bitcoin trading
website Alpha, the Alpha dataset is a user-user
trust graph that describes user ratings during trans-
actions. Users with excessively low credit scores
are labeled as fraudsters (abnormal users). (4)
Amazon (Kumar et al., 2018): This dataset is a
user-product graph. Users who engage in mali-
cious activities (Fayazi et al., 2015) are considered
fraudsters (abnormal users). For a summary of the
dataset statistics, please refer to Table 2.

Baselines: We select various GNN-based
anomaly detectors to verify the attack ability of MO-
GAA and compare the defensive capability of PB-
AAD to these baselines. We choose the GCN (Kipf
and Welling, 2017),, GAT (Velickovic et al., 2018),
GraphSAGE (Hamilton et al., 2017) and GIN (Xu
et al., 2019b) to represent general GNN models.
In addition, we select GeniePath (Liu et al., 2019),
CARE-GNN (Dou et al., 2020) and CONAD (Jin
et al., 2021) as three state-of-the-art GNN-based
fraud detectors. Since CONAD (Jin et al., 2021)
learning is performed in an unsupervised way. We
use SVM to do supervised node classification after
obtaining the node embeddings by CONAD.

Parameter Settings: To ensure a fair compari-
son, we maintain consistent variables and follow op-
timal configurations for all baseline models. Specif-
ically, we set the input feature dimension to 64,
node representation dimension to 128, the number
of GNN layers to 2, learning rate to 0.01, and em-
ploy the Adam optimizer (Kingma and Ba, 2014)
across all models. For CARE-GNN, we adhere
to its default setting, which fixes the number of
GNN layers at 1 as specified in its source code.
Default values of 0.1 are used for parameters A,
«, # and . An early stopping strategy is applied
during the training of CARE-GNN due to observed
performance degradation with excessive training
epochs. For GCN, GIN, GAT, GraphSage, CARE-
GNN, CONAD, GeniePath, we use the source code
provided by their authors. We modified these codes
to make them adapt to our tasks. We record the
best testing results after 300 epochs in each fold
and report the average best AUC score across dif-
ferentfolds. In real-world anomaly detection scenar-
ios, data points are often imbalanced, with normal
users dominating the dataset, and abnormal users,
such as fraudsters, representing a minority. Con-

sequently, we evaluate the performance using the
widely recognized ROC-AUC (AUC) metric. We
conduct a 10-fold evaluation on all datasets except
for Amazon, where limited labeled abnormal nodes
require a 5-fold evaluation.

Hardware Environment: Our experiments were
conducted on the following hardware setup: CPU:
AMD 2700X CPU @ 3.70GHz, GPU: NVIDIA GTX
1080Ti@11GB, Memory: 64GB.

5.2. Experimental Results

In this section, we evaluate the performance of
our model to defend against the attack in anomaly
detection on real-world datasets. Particularly, we
mainly answer the following research questions:

* RQ1: How does our multiple-objective gen-
erative adversarial attack (MO-GAA) perform
compared to a random attack (i.e., drop the
edges randomly)?

+ RQ2: How does purification-based adversarial
attack defense (PB-AAD) perform under the
MO-GAA and simple attack compared to other
state-of-the-art GNN-based anomaly detection
modes?

* RQ3: How does every single module in MO-
GAA and PB-AAD work?

* RQ4: How do hyper-parameters affect the MO-
GAA and PB-AAD?

5.3. Overall Comparison

* RQ1. Overall, as shown in Table 3, our pro-
posed model, MO-GAA, effectively simulates
the attacker’s behavior by incorporating node
and edge classification errors, resulting in per-
formance degradation across all GNN-based
anomaly detectors. In comparison to random
attacks, MO-GAA inflicts more significant dam-
age on the anomaly detection graph under the
same constraints, highlighting the efficiency of
our proposed model MO-GAA.

* RQ2. First, when the anomalydetection graph is
clean, PB-AAD consistently shows strong perfor-
mance across all datasets, which ascertains our
proposed method’s effectiveness. We note that
existing baselines have already obtained high
enough performance, while our approach still
pushes that boundary forward. Second, in the
case of random perturbation on the graph, the
performance of PB-AAD is only slightly degraded
compared to other GNN-based anomaly detec-
tors. Finally, under the fierce attack of MO-GAA,
our proposed method PB-AAD can still main-
tain good performance, which shows good anti-
interference and robustness.
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Models | Wiki \ Reddit \ Alpha \ Amazon
Attack mode | Clean Random MO-GAA | Clean Random MO-GAA | Clean Random MO-GAA | Clean Random MO-GAA
GCN 0.7271  0.6350  0.5801 | 0.7210 0.6580  0.6154 | 0.8358 0.7568  0.6450 | 0.8375 0.7116  0.6130
GIN 0.7290 0.6512  0.6120 | 07029 0.6415 05913 | 0.8465 07613  0.6382 | 0.7927 0.7216  0.6145
GAT 0.7237  0.6671 05515 | 0.7165 0.6423  0.5864 | 0.8314 07413  0.6478 | 0.8257 0.7161  0.6416
GraphSAGE | 0.7241  0.6315  0.6130 | 0.7200 0.6123  0.5913 | 0.8343 0.7513  0.6519 | 0.7738 0.7194  0.6276
CARE-GNN | 0.7320 0.6846  0.6400 | 0.7200 0.6689 0.6116 | 0.8420 0.7656  0.6916 | 0.8290 0.7260  0.6513
GeniePath | 0.7390 0.6870  0.6541 | 0.7254 0.6661  0.6193 | 0.8490 0.7843  0.6984 | 0.8380 0.7312  0.6530
CONAD | 0.7023 0.6581  0.6223 | 0.7034 0.6523  0.6141 | 0.8445 07546  0.6813 | 0.8021 0.7198  0.6313
PB-AAD | 07412 07113 06913 |0.7310 0.6813 06345 |0.8513 08219 07214 |0.8513 07646  0.7013

Table 3: Results of ROC-AUC. The bold denotes the best results. We denote the anomaly detection graph
without attack as clean. The random means random permutation on the anomaly detection graph.

Model \ Clean MO-GAA-n MO-GAA-e MO-GAA
GCN 0.8358 0.7012 0.6913 0.6450
GIN 0.8465 0.7015 0.6816 0.6382
GAT 0.8314 0.7067 0.6791 0.6478
GraphSAGE | 0.8343 0.7131 0.7016 0.6519
CARE-GNN | 0.8420 0.7101 0.7264 0.6916
GeniePath 0.8490 0.7113 0.7264 0.6984
CONAD 0.8445 0.7046 0.7045 0.6813
PB-AAD-d | 0.8510 0.7416 0.7348 0.7048
PB-AAD-s | 0.8499 0.7365 0.7365 0.7164
PB-AAD 0.8513 0.7553 0.7439 0.7214

Table 4: Ablation study for MO-GAA and PB-AAD.

5.4. Model Analysis

Next, we investigate the underlying mechanism of
MO-GAA and PB-AAD. Since similar trends are
observed for different datasets, here we only report
the results w.r.t. the Alpha dataset.

5.4.1. Ablation Study.

To answer the RQ@3, We conducted an ablation
study to examine the various components of MO-
GAA and PB-AAD. We designed two ablated vari-
ants for MO-GAA, specifically MO-GAA-n (with only
node classification error) and MO-GAA-e (with only
edge classification error). We assessed both node
and edge classification errors. Furthermore, we
created two ablated variants for PB-AAD, known
as PB-AAD-n (with only node classification error)
and PB-AAD-e (with only edge classification error).
We compared these four ablated variants against
each other, as well as the baseline methods. As
shown in Table 4, in the case of MO-GAA, both MO-
GAA-n and MO-GAA-e resulted in performance
degradation across all baseline models. Notably,
MO-GAA-e appeared to be more detrimental than
MO-GAA-n, suggesting that edge classification er-
rors have a more pronounced impact on the inter-
nal mechanisms of GNN-based detectors. On the
other hand, PB-AAD-d and PB-AAD-s effectively
defended against MO-GAA itself and its variants,
highlighting the ability of the node denoising module
and structure purification to eliminate noisy nodes

and interfering edges. Additionally, PB-AAD-d out-
performed PB-AAD-s, indicating that PB-AAD-n
could enhance the robustness of GNN-based de-
tectors in most scenarios.

model ‘ 0.1 0.15 0.2 0.25 0.3
GCN 0.6450 0.6268 0.5912 0.5671 0.5412
GIN 0.6382 0.6343 0.5752 0.5712 0.5612
GAT 0.6478 0.6216 0.5452 0.5413 0.5411
GraphSAGE | 0.6519 0.6244 0.5466 0.5431 0.5314
CARE-GNN | 0.6916 0.6714 0.6121 0.5812 0.5612
GeniePath | 0.6984 0.6731 0.6041 0.5712 0.5711
CONAD 0.6813 0.6524 0.5912 0.5721 0.5643
PB-AAD ‘ 0.7214 0.7012 0.6542 0.6014 0.5864

Table 5: Parameter analysis for budget A

5.4.2. Parameter Analysis.

To answer RQ4, we executed a comprehensive
parameter analysis to examine the sensitivity of our
model to various hyper-parameters.

Initially, we adjusted the threshold parame-
ter, denoted as A, across a set of values:
{0.1,0.15,0.2,0.25,0.3}. This variation aimed to as-
sess the influence of different operational budgets
allocated for the MO-GAA process. As illustrated in
Tabel 5, a trend becomes apparent: increasing the
A parameter, which corresponds to loosening the
constraints, results in a more pronounced decline
in the performance of GNN-based detectors. This
observation is critical as it underscores the impact
of resource allocation on the efficacy of adversarial
attacks within our model framework.

Subsequently, we delved into the effects of mod-
ifying the o parameter, testing values within the
range {0.1,0.3,0.5,0.7,0.9}. The graphical data
presented in Figure 3a indicates that the impact
of MO-GAA remains consistent across these vari-
ations, suggesting that our model’s response to
MO-GAA is robust against changes in the « param-
eter.

Similarly, we explored adjustments to the 5 and
~ parameters within the same value spectrum
{0.1,0.3,0.5,0.7,0.9}. The performance metrics,

8909



depicted in Figure 3(b) and 3(c), reveal that PB-
AAD maintains effective operation despite fluctu-
ations in 8 and ~ values. This indicates a signifi-
cant level of stability and resilience in our defense
mechanism, showcasing its capability to safeguard
against adversarial threats under varied settings.

Overall, the analysis provides essential insights
into the operational characteristics of our proposed
MO-GAA and PB-AAD approaches. It establishes
that while certain parameters critically influence
the model’s susceptibility to adversarial tactics, our
defense mechanisms exhibit commendable stabil-
ity and adaptability across a range of parameter
settings. This reinforces the practical applicabil-
ity and robustness of our solutions in the dynamic
landscape of anomaly detection.

05
[

(a) Different «.  (b) Different 3.  (c) Different ~.

Figure 3: Parameter sensitivity study on the Alpha
dataset in experiments.

(a) PB-AAD (MO-GAA).  (b) PB-AAD (random).
Figure 4: Graph visualizations. Blue indicates ab-
normal nodes and red as normal nodes.

5.4.3. Graph visualization.

Graph visualization stands out as a powerful tech-
nigue for the qualitative assessment of node em-
beddings generated by various methodologies. We
apply the t-SNE technique (van der Maaten and
Hinton, 2008), a well-regarded dimensionality re-
duction method, to translate the embeddings of ab-
normal and normal nodes from the Amazon dataset
into a two-dimensional framework. In this visualiza-
tion, abnormal nodes are depicted with blue circles,
while normal nodes are represented by red circles,
facilitating an intuitive understanding of the spatial
distribution and separation of these entities.

As indicated in Figure 4(a), PB-AAD exhibits re-
markable capability in segregating abnormal from
normal nodes into distinct clusters, even when sub-
jected to random permutations. This clear delin-
eation underlines PB-AAD’s robustness and its abil-
ity to effectively counteract the noise and interfer-

ence typically associated with random attacks. The
ability to maintain this separation is crucial for the
practical utility of anomaly detection systems, par-
ticularly in environments characterized by unpre-
dictable disruptions.

Furthermore, our examination extends to scenar-
ios involving more sophisticated attacks, specifi-
cally those orchestrated using the MO-GAA tech-
nique. As demonstrated in Figure 4(b), despite
the enhanced complexity and targeted nature of
MO-GAA attacks, PB-AAD manages to maintain a
discernible separation between abnormal and nor-
mal nodes. Although there is a slight intermingling
of nodes, indicating a challenging adversarial envi-
ronment, a visible boundary remains between the
two categories. This suggests that, while not com-
pletely impervious, PB-AAD significantly enhances
the resilience of graph-based anomaly detection
systems against sophisticated adversarial manip-
ulations, affirming its value in enhancing security
measures in data-sensitive domains.

6. Conclusion

In this study, we explore the effects of poison at-
tacks on anomaly detection graphs, which lead
to a significant degradation in GNN-based detec-
tors’ performance. To tackle this issue, we adopt
a dual-step strategy. Initially, we replicate attacker
behaviors using the Multiple-Objective Generative
Adversarial Attack (MO-GAA), exploiting node and
edge classification inaccuracies to compromise the
anomaly detection graph. Next, we enhance de-
fenses against the disruptive influences of MO-
GAA with the Purification-Based Adversarial At-
tack Defense (PB-AAD). This countermeasure in-
corporates a node denoising component through
contrastive learning and a structural purification
strategy to remove misleading edges. Our compre-
hensive experiments demonstrate that MO-GAA
generates more detrimental effects compared to
arbitrary attacks. Nonetheless, PB-AAD proves
effective in defending against potential poison at-
tacks on the anomaly detection graph, thereby sig-
nificantly improving the resilience of GNN-based
anomaly detectors.
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