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Abstract

Detecting out-of-scope user utterances is essential for task-oriented dialogues and intent classification. Current
methodologies face difficulties with the unpredictable distribution of outliers and often rely on assumptions about
data distributions. We present the Dual Encoder for Threshold-Based Re-Classification (DETER) to address these
challenges. This end-to-end framework efficiently detects out-of-scope intents without requiring assumptions
on data distributions or additional post-processing steps. The core of DETER utilizes dual text encoders, the
Universal Sentence Encoder (USE) and the Transformer-based Denoising AutoEncoder (TSDAE), to generate user
utterance embeddings, which are classified through a branched neural architecture. Further, DETER generates
synthetic outliers using self-supervision and incorporates out-of-scope phrases from open-domain datasets.
This approach ensures a comprehensive training set for out-of-scope detection. Additionally, a threshold-based
re-classification mechanism refines the model’s initial predictions. Evaluations on the CLINC-150, Stackoverflow,
and Banking77 datasets demonstrate DETER’s efficacy. Our model outperforms previous benchmarks, achieving
an increase of up to 13% and 5% in F1 score for known and unknown intents on CLINC-150 and Stackoverflow,
and 16% for known and 24% for unknown intents on Banking77. The source code has been released at
https://github.com/Hossam-Mohammed-tech/Intent_Classification_OOS.
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1. Introduction

The rise of Generative AI models such as Chat-
GPT underscores the prominence of conversational
frameworks as the primary interactive interface for
end-user assistance. A crucial goal within these
systems is to precisely discern the user’s intent be-
hind their utterances, a fundamental component for
formulating appropriate responses (Coucke et al.,
2018). However, the challenge lies in acquiring
comprehensive training data that covers the diverse
spectrum of potential user intents.

A competent intent classifier should identify
the predefined intents and recognize out-of-scope
(OOS) data. OOS data are inputs unrelated to the
trained classes, representing queries that do not fit
into predefined categories or intents (Cavalin et al.,
2020). This is essential for truly understanding a
user’s objective.

Intent classifiers face challenges due to the re-
quirement for domain-specific labelled datasets,
particularly in low-data settings standard in com-
mercial systems (Casanueva et al., 2020). Modern
Language models like BERT aid in efficient intent
classification by converting text into vector repre-
sentations rich in semantic information. However,
current strategies for Out-Of-Scope (OOS) intent
detection often lack generalizability and refinement

opportunities (Zhan et al., 2021). To address this,
Zhan et al. (2021) introduced synthetic outlier con-
struction using in-domain training data embeddings,
but these methods are static and offer limited po-
tential for refining model predictions.

In this paper, we introduce Dual Encoder for
Threshold-Based Re-Classification (DETER), a
method for efficient Out-Of-Scope (OOS) intent de-
tection. DETER combines confidence thresholding
and synthetic outlier generation to enhance intent
classification performance (Zhan et al., 2021; Cer
et al., 2018; Wang et al., 2021; Maas et al., 2013).
Our neural network architecture utilizes dual sen-
tence encoders: the Universal Sentence Encoder
(USE) and Transformer-based Sequential Denois-
ing Auto-Encoder (TSDAE) (Cer et al., 2018; Wang
et al., 2021). We fine-tune the TSDAE model un-
supervisedly using Clinc-150 data and incorporate
synthetic outlier generation to enhance OOS intent
detection (Zhan et al., 2021).

Summarizing our contributions, this research
presents the innovative Dual Encoder for
Threshold-based Re-classification (DETER)
optimized for out-of-scope detection, offering a
comprehensive solution devoid of stringent data
distribution assumptions. The system adeptly cap-
tures an array of synaptic and semantic features by
utilizing dual text encoding mechanisms, namely

https://github.com/Hossam-Mohammed-tech/Intent_Classification_OOS
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USE and TSDAE, thereby refining user utterance
representations and amplifying the efficiency of out-
of-scope detection. A distinctive threshold-based
re-classification mechanism further augments
prediction reliability, ensuring a consistent and
precise identification of out-of-scope intents. In
addition, DETER employs a nuanced approach
to synthetic outlier generation, merging self-
supervision with open-domain datasets to cultivate
a diversified training set. Empirical assessments
on CLINC-150, Stackoverflow, and Banking77
datasets underscore its superior performance,
with notable improvements in F1 scores relative to
established benchmarks. Furthermore, DETER’s
streamlined architecture, with only 1.5 million
trainable parameters, contrasts markedly with
models like Zhan et al. (2021), boasting 125 million
parameters, showcasing enhanced computational
efficiency and scalability without compromising
performance.

2. Related Literature

The choice of embeddings significantly impacts
intent classification, with sentence-level embed-
dings gaining precedence over token-level ones
in Natural Language Understanding (NLU). How-
ever, many specialized NLU models struggle out-
side core domains. Graph-based representations,
which translate nodes to vector embeddings, hold
promise for enhancing intent detection, particularly
in Out-Of-Scope (OOS) classification. The poten-
tial of synthetic datasets, both artificial and real-
world derived, is being explored to improve model
adaptability across diverse data distributions. Tech-
niques such as temperature scaling and strategic
perturbations aid in distinguishing known from un-
known samples. While Transformer models like
BERT and RoBERTa have revolutionized NLU with
their OOS resilience, optimization remains crucial.
Additionally, emerging pre-trained dual encoders
like USE and ConveRT further augment intent de-
tection, with evidence suggesting their superiority
over refinements such as BERT-Large.

The selection of embeddings holds critical impor-
tance in intent classification. TEXTOIR, a recent
platform introduced for intent detection, provides
tools for open intent detection and discovery tasks,
offering a practical toolbox with expandable inter-
faces (Zhang et al., 2021a). For this study, we
utilized open intent detection to distinguish n-class
known intents and a one-class open intent, adher-
ing to the methodologies and results published by
TEXTOIR, using identical seeds to match intents
in evaluating our DETER framework. OpenMax
employs softmax loss and fits a Weibull distribution
to classifier logits (Bendale and Boult, 2016), while
MSP predicts known classes based on maximum

softmax probabilities, excluding those with probabil-
ities below 0.5 (Hendrycks and Gimpel, 2018). LOF
utilizes density to pinpoint low-density outliers (Bre-
unig et al., 2000), while DOC establishes multiple
probability thresholds for known classes through
Gaussian fitting (Shu et al., 2017). DeepUnk inte-
grates margin loss with LOF for adept identification
of unknown classes (Lin and Xu, 2019), and SEG
utilizes a large margin Gaussian mixture loss for
feature representation, offering a unique approach
within deep learning techniques (Yan et al., 2020).

Diverging in methodology, ADB, a variant of DA-
ADB, favours softmax loss over traditional distance-
aware concepts (Zhang et al., 2023a, 2021b). Ex-
panding on intent representations, the (K+1)-way
method merges features from two in-domain intents
(Zhan et al., 2021). MDF stands out on the outlier
detection front by employing a one-class SVM post-
Mahalanobis distance feature evaluation (Xu et al.,
2021). ARPL innovates by maximizing variance
between known-class samples and reciprocal point
representations, setting its detection threshold at
0.5 (Chen et al., 2022). KNNCL captures attention
by utilizing KNN, enhancing the learning of seman-
tic features crucial for detecting out-of-scope intents
(Zhou et al., 2022).

Training strategies, in particular, often become
the defining factor for a model’s success. A novel
approach that has gained traction involves the in-
fusion of synthetic outliers and the integration of
OOS sentences from varied datasets during train-
ing (Zhan et al., 2021). Yet, specific strategies, like
threshold introduction, may enhance OOS detec-
tion over BiLSTM baseline at the expense of in-
domain performance (Hasani et al., 2022). Among
these challenges, deep metric learning emerges as
a novel approach in the intent detection space, fos-
tering enhanced intent representation through tech-
niques like triplet networks (Zhang et al., 2023b).
Combined with advanced techniques like triplet loss
and hard samples, these networks provide new
precedents in discriminative intent representation.

3. Dual Encoder for Threshold-based
Re-Classification (DETER)

This section describes the proposed DETER frame-
work and discusses its internal workings.

Given K predefined intent classes (Sknown) in a
dialogue system, an intent detection model aims to
predict an utterance’s class, which may be one of
the known intents or an out-of-scope intent. During
the training phase, a set of N-labeled utterances
(Dtr

n ) is provided for training as shown below in
Equations 1 and 2. This depicts a K + 1 way clas-
sification problem at the test phase. Previous ap-
proaches commonly train a K-way classifier for the
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known intents and then attempt to find the outliers.

Sknown = {Ci}Ki=1 (1)

Dtr
n = {(ui, Ci)}Ni=1 | Ci ∈ Sknown (2)

where Ci is the ith intent class in the in-domain
dataset, K is the total number of predefined intent
classes, and ui is the utterance.

On the other hand, as illustrated in Figure 1, DE-
TER formalizes a (K + 1)-way classification task in
the training phase by constructing out-of-scope ex-
amples through self-supervision and open-domain
data without making data distribution assumptions.
The dual encoder-based trained classifier can be
easily used for inference without adaptation or post-
processing. In the following subsections, we de-
scribe our proposed approach’s details, including
the dual encoders – Universal Sentence Encoder
(USE) and Transformer-based Denoising AutoEn-
coder (TSDAE) – representation learning, construc-
tion of pseudo outliers, and training.

3.1. Universal Sentence Encoder (USE)
USE is a text embedding framework designed to
transform text into high-dimensional vectors. Given
a user utterance u, the USE embedding function,
denoted by EUSE, maps u to a 512-dimensional
vector in R512, i.e.,EUSE : u → R512.

These embeddings have proven invaluable for
many NLP tasks, including text classification, se-
mantic similarity measurement, and clustering.
The pre-trained USE is publicly accessible on
Tensorflow-hub and is available in two forms, one
trained with a Transformer encoder and the other
with a Deep Averaging Network (DAN). The output
is a 512-dimensional vector, while the input is the
English text of varying length (Cer et al., 2018).

3.2. Transformer-based Denoising
AutoEncoder (TSDAE)

TSDAE provides unsupervised training of the trans-
former architecture by introducing particular types
of noise into the input text and subsequently recon-
structing the vector representations (of the noisy
input) to their original input values. During the
training, TSDAE encodes broken sentences into
fixed-sized vectors, and the decoder uses these
sentence embeddings to rebuild the original sen-
tence representations. The encoder’s sentence
embedding must accurately capture the semantics
for higher-quality reconstruction.

We tune the TSDAE, built upon a RoBERTa trans-
former, in an unsupervised mode using the label-
free CLINC-150 dataset, achieving domain adapta-
tion (Wang et al., 2021). At inference, the encoder
ETSDAE transforms variable-length user utterance,u,

into a fixed 768-dimensional vector Representation
in R768, ETSDAE : u → R768.

Through noise-induced unsupervised tuning, TS-
DAE can effectively capture intricate sentence se-
mantics, making it suitable for intent detection tasks
and discerning user purposes from variable-length
user utterances.

3.3. Representation Learning
To capture rich linguistic and contextual feature rep-
resentation from user utterances, We employed
the above two sentence embedding techniques:
TSDAE and USE. Each user utterance, u, is inde-
pendently processed through both the encoders,
yielding a d-dimensional output vector of the TS-
DAE and USE, as shown in Equation 3.

h(u) =

[
ETSDAE(u)
EUSE(u)

]
(3)

The dimensionality d of h(u) amounts to 1280,
which is attained by concatenating the embedding
outputs from TSDAE (768 dimensions) and USE
(512 dimensions). As a result, the user utterance
transforms a vector h(u) residing in R1280. Post this
representation learning; the training set is mapped
to Dtr

n in the feature space as shown in equation 4.

Dtr
n =

{
(hi, Ci)| hi =

[
ETSDAE(ui)
EUSE(ui)

]
,

(ui, ci) ∈ Dn

}N

i=1

(4)

3.4. Construction of Outliers
We implement the outlier construction method pro-
posed by Zhan et al. (2021), which involves gen-
erating two training outliers: synthetic outliers via
self-supervision and readily available open-domain
outliers.

Synthetic Outliers We introduce hard outliers in
the feature domain to enhance the model’s gener-
alization capability for out-of-scope (unknown) in-
tent classification. These outliers are hypothesized
to have representations analogous to established
classes. Leveraging this hypothesis, we propose
a self-supervised methodology to generate these
hard outliers using the training set Dtr

n as delin-
eated by Zhan et al. (2021).

Specifically, we construct synthetic outliers within
the latent space by utilizing convex combinations of
inlier features derived from disparate intent classes,
as depicted in Equation 5.

hoos = θ × hβ + (1− θ)× hα (5)
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Figure 1: Overview of the proposed Dual Encoder for Threshold-based Re-Classification (DETER).

Where hα and hβ are dual sentence encoder
embeddings of two in-domain utterances randomly
sampled from different intent classes in Dtr

n , and
hoos is the constructed synthetic outlier. θ is cho-
sen arbitrarily from a uniform distribution U(0; 1). To
ensure diversity in synthetic Out-Of-Scope (OOS)
training examples, we randomly sample θ within a
specified range. This approach allows us to incor-
porate "hard," "medium," and "easy" examples for
each iteration, thereby generating synthetic outliers
that contribute to model training.

Open-Domain Outliers User input in practical
dialogue systems can be arbitrary free-form sen-
tences. Hence, learning architectures can easily
use the available open-domain outliers to mimic
real-world outliers and provide learning signals rep-
resenting them during training. We thus model
arbitrary outliers using the SQuaD 2.0 question-
answering dataset (Rajpurkar et al., 2018) (Zhan
et al., 2021). Combining the above outliers for train-
ing provides robustness to our framework for OOS
detection. Later, we will study the effect of these
outliers on DETER’s performance.

3.5. DETER Training Architecture
The model architecture comprises two branches:
one processing the Universal Sentence Encoder
(USE) embedding of the input, while the other han-
dles the Transformer-based TSDAE embedding.
This refines the embeddings, aligning latent rep-
resentations for similar intents. Each branch inde-
pendently undergoes several dense and dropout
layers to diminish the embedding dimension size.

Subsequently, the condensed embeddings from
both branches are concatenated before being for-
warded to a classification head. Figure 2 illustrates
the model’s architecture. The entire system is op-
timized using cross-entropy loss against ground-
truth intent labels from training data.

The aggregate count of trainable parameters in
the proposed models amounts to 1,559,808 (1.5
M), in contrast to 124,645,632 (125 M) as observed
in the K+1 method by Zhan et al. (2021).

3.6. Re-Classification Threshold
A key feature of our DETER framework involves
enhancing model predictions through potential re-
classification to enhance performance. In pursuit
of this objective, we adopt the threshold-based ap-
proach proposed by Larson et al. (2019) for the
softmax output of the classification model, as illus-
trated in Equation 6.

p(c|u) = softmax(Wh+ b) ∈ RK+1 (6)

where W ∈ R(K+1)×d and b ∈ RK+1 are the clas-
sifier’s model parameters.

At inference time, we first take the prediction
output of the model, i.e., the class Cj with the most
significant value of p(c = Cj |u). However, if the
prediction confidence score of the model for the
intent associated with an utterance (I(u)) is greater
than a pre-computed threshold T , only then the
model output is considered. Else, DETER tags the
intent OOS. This is computed as in Equation 7.

I(u) =

{
Cj if p(c = Cj |u) ≥ T

OOS otherwise (7)
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Figure 2: The model’s architecture

It is noteworthy that the threshold T ∈ [0, 1] is
calibrated on the validation set without utilizing any
OOS examples. Also, the original OOS examples
from the training dataset were not employed during
the training and validation phases of the DETER
framework. Instead, unselected intents and syn-
thetic outliers were utilized as OOS examples. Fur-
thermore, the threshold was fine-tuned using the
provided validation set.

4. Experimental Setup

We now present DETER’s experimental findings
for intent classification. The main objective is to
assign the proper intent labels to utterances in the
test set consisting of in-domain (known) and out-of-
scope (unknown) intents. We separately report the
approaches’ macro F1-score performance for the
known and unknown intents. We compare the per-
formance of the proposed DETER framework with
the state-of-the-art methodologies in the TEXTOIR
framework (Zhang et al., 2021a).

4.1. Dataset
We evaluated the competing approaches on three
real-world datasets, CLINC-150, Banking77, and
Stackoverflow, as shown in the table 1.

CLINC-150 consists of 150 intent classes across
ten domains designed for out-of-scope intent detec-
tion. The 1,200 OOS sample texts are split as 100
train, 100 validation, and 1,000 test (Larson et al.,
2019). Banking77 is banking-specific data with 77
intents from 13,083 customer queries (Casanueva
et al., 2020). Stackoverflow features 20 classes,
each with 1,000 examples (Xu et al., 2015).

In this study, we consolidate all 1,200 OOS texts
from CLINC-150 into the test set, as our framework
does not utilize labelled OOS examples during train-
ing (Larson et al., 2019). Experiments conducted
with 25%, 50%, and 75% of dataset intents were
repeated five times each to ascertain model robust-
ness and maintain consistent intents for each run.

4.2. Model Hyper-parameters
In our experimental setup, we set the batch size,
number of epochs, and patience for stopping crite-
ria on validation accuracy as 200, 1000, and 100,
respectively. We maintain consistency with the
epoch count and patience interval as the (K+1)-way
method (Zhan et al., 2021) and replicate the exper-
imental setup of the TEXTOIR framework (Zhang
et al., 2021a). Specifically, we conduct ten experi-
ments for each dataset, randomly selecting 25%,
50%, and 75% of intent classes from the training
set as known classes for training, with the remain-
der reserved as unknown classes for testing. We
utilize 1200 Out-Of-Scope (OOS) examples from
the CLINC-150 dataset as OOS test samples for
all datasets.

This range is chosen to analyze the impact of
varying amounts of synthetic and open-domain out-
liers, with optimal results observed around 500
open-domain and 500 synthetic outliers. The (K+1)-
way method employs the entire SQuaD 2.0 dataset,
comprising nearly 100,000 data points, to generate
open-domain outliers (Zhan et al., 2021), estab-
lishing the precedent for incorporating large num-
bers of outliers. While the SQuaD dataset is open-
domain, the CLINC-150, Stackoverflow, and Bank-
ing77 datasets are specific closed-domain datasets,
minimizing the likelihood of overlap. Additionally,
the SQuaD dataset has been previously used as a
proxy OOS example for intent classification (Zhan
et al., 2021).

For the model optimization, we use AdamW
(Kingma and Ba, 2015) and categorical cross en-
tropy as a loss function for the multi-class classifi-
cation model.

We studied the impact of different outliers during
model training using varied open-domain and syn-
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Dataset Intent Training Validation Testing
Total 25% Total 25% Total 25%

Clinc-150 Known 15,000 3,800 3,000 760 4,500 1,140
Unknown 0 11,200 0 221 1,200 3,360 + 1,200

Banking77 Known 9,003 2,119 1,000 234 3,080 760
Unknown 0 6,884 0 221 1,200 2,320 + 1,200

Stackoverflow Known 12,000 3,000 2,000 500 6,000 1,500
Unknown 0 9,000 0 221 1,200 4,500 + 1,200

Table 1: Total number of examples and the computed examples of 25% intent ratios.

thetic outliers. Notably, on the validation set, we ob-
served that excessive synthetic outliers adversely
affect the open domain performance. Hence, the
number of open-domain outliers varied from [50,
4000] and synthetic outliers from [50, 16000]. Fur-
ther, for re-classification of the model predictions,
the threshold T , based on the validation set, was
set to 0.7.

5. Evaluation Results

We extensively compare our proposed DETER
framework with existing OOS intent detection tech-
niques. We consider 3 different case studies as:

Evaluating DETER Against State-of-the-Art
We compare our DETER framework with TEXTOIR
state-of-the-art open intent detection techniques,
namely (i) OpenMax (Bendale and Boult, 2016),
(ii) DOC (Shu et al., 2017), (iii)ARPL (Chen
et al., 2022), (iv) DeepUnk (Lin and Xu, 2019),
(v) SEG (Yan et al., 2020), (vi) (K+1)-way
(Zhan et al., 2021), (vii) ADB (Zhang et al.,
2021b), (viii) MSP (Hendrycks and Gimpel,
2018), (ix) LOF (Breunig et al., 2000), (x) KN-
NCL (Zhou et al., 2022), (xii) MDF (Xu et al.,
2021), and (xiii) DA-ADB (Zhang et al., 2023a).

For a fair comparison, each technique uses the
same BERT model as backbone (Zhang et al.,
2021a). Our study uses the TEXTOIR platform
to standardize intent selection for training and test-
ing (Zhang et al., 2021a). We used the same seeds
as TEXTOIR for consistent results on benchmark
datasets to ensure identical intents in DETER.

Results: The results from our proposed ap-
proach, evaluated at various known intent ratios
(25%, 50%, and 75%) of the total CLINC-150
known intents, are presented in Table 2. Across
all datasets and known intent ratios, the DETER
framework consistently outperforms other methods
in known and unknown intent detection. Notably, in
the Clinc-150 and Banking-77 datasets, DETER’s
scores for unknown intents are particularly com-
mendable. Some techniques like KNNCL and LOF

face significant challenges with unknown intents in
the Stackoverflow dataset. Notably, many current
methods find it challenging to accurately classify
known or unknown samples with different training
intents. For instance, OSS detection is more effi-
cient in 25% and 50% scenarios, while in-domain
classification is superior for 75%. However, we out-
perform others in detecting in-domain and OOS in
all scenarios.

DETER consistently achieves an impressive F1
score exceeding 90% for in-domain and out-of-
scope (OOS) classification, even with varying train-
ing data, demonstrating its efficacy in data-scarce
scenarios and adaptability to unfamiliar user in-
puts. The robust and superior performance of
DETER underscores its capability. We observed
that augmenting synthetic data volume enhances
model performance, particularly under limited train-
ing data conditions (e.g., 25% scenario), attributed
to improved delineation of OOS class boundaries
with restricted in-domain datasets. Conversely, a
balanced dataset proves more beneficial with ex-
tensive training data (e.g., 75% of intents).

Assessing DETER with Various
Embeddings
Our investigation revealed that both the standalone
USE model and unsupervised training of TSDAE
using diverse datasets (Clinc-150, Askubuntu, Sci-
docs, and original Roberta) exhibited notably infe-
rior performance compared to the proposed joint
architecture of DETER.

Ablation experiments conducted on several dual
encoder configurations (including USE only, TS-
DAE only without pre-training using Roberta, TS-
DAE with unsupervised learning on Clinc-150 com-
bined with USE (DETER), TSDAE with unsuper-
vised learning on Askubuntu combined with USE,
and TSDAE with unsupervised learning on Sci-
docs combined with USE) using the Banking77
dataset are detailed in Table 3. From the results
presented in Table 3, it is evident that the DETER
framework (TSDAE with unsupervised learning on
Clinc-150 combined with USE) consistently outper-
forms other configurations in both known and un-
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Dataset Model
Intent Ratio

25% 50% 75%
Known Unknown Known Unknown Known Unknown

Clinc-150

(K+1)-way 74.02 90.27 81.52 84.25 86.72 79.59
ADB 77.85 92.36 85.12 88.6 88.97 84.85
ARPL 73.01 89.63 80.87 81.81 86.1 74.67

DA-ADB 79.57 93.2 85.58 90.1 88.43 86
DOC 75.46 90.78 83.84 87.45 87.91 83.87

DeepUnk 76.95 91.61 83.3 87.48 86.57 82.67
KNNCL 78.85 93.56 83.25 87.85 86.14 82.05

LOF 77.77 91.96 83.81 87.57 87.24 82.81
MDF 49.43 84.89 61.6 62.31 72.21 51.33
MSP 51.02 59.26 72.82 63.71 83.65 63.86

OpenMax 62.65 77.51 79.83 82.15 71.14 75.18
SEG 46.67 59.22 62.57 61.34 42.72 40.74

Our (DETER) 92.19 98.42 92.02 96.26 92.15 92.51

Banking-77

(K+1)-way 67.7 82.66 77.97 72.58 85.14 59.89
ADB 70.92 85.05 81.39 79.43 86.44 67.34
ARPL 62.99 83.39 77.93 71.79 85.58 61.26

DA-ADB 73.05 86.57 82.54 81.93 85.93 69.37
DOC 65.16 76.64 78.38 72.66 84.14 63.51

DeepUnk 64.97 76.98 75.61 67.8 81.65 50.57
KNNCL 65.54 79.34 75.16 67.21 81.76 51.42

LOF 62.89 72.64 76.51 66.81 84.15 54.19
MDF 44.8 85.7 64.27 57.72 75.47 33.43
MSP 50.47 39.42 73.2 46.29 84.99 46.05

OpenMax 53.42 48.52 75.16 55.03 85.5 53.02
SEG 51.48 51.58 63.85 43.03 70.1 37.22

Our (DETER) 87.45 97.86 88.30 95.44 87.90 93.25

Stackoverflow

(K+1)-way 50.54 52.23 70.53 51.69 81.2 45.22
ADB 77.62 90.96 85.32 87.7 86.91 74.1
ARPL 60.55 72.95 78.26 73.97 85.24 62.99

DA-ADB 80.87 92.65 86.71 88.86 87.66 74.55
DOC 56.3 62.5 77.37 71.18 85.64 65.32

DeepUnk 47.39 36.87 67.67 35.8 80.51 34.38
KNNCL 41.79 15.26 61.5 8.5 76.16 7.19

LOF 40.92 7.14 61.71 5.18 76.31 5.22
MDF 48.13 83.03 62.6 50.19 73.96 28.52
MSP 42.66 11.66 66.28 26.94 81.42 37.86

OpenMax 47.51 34.52 69.88 46.11 82.98 49.69
SEG 40.44 4.19 60.14 4.72 74.24 6

Our (DETER) 88.16 97.35 88.82 94.71 88.16 90.35

Table 2: Performance comparison (macro F1-score) of DETER framework for in-domain (known) and
OOS (unknown) samples with varying amounts of known training intent ratios (25%, 50%, and 75%) for
CLINC-150, Banking-77, and Stackoverflow datasets.

known intent detection tasks. Across all scenarios,
DETER achieves an impressive F1 score exceed-
ing 93% for unknown intents, representing up to a
10% improvement over the nearest embeddings.
Similarly, for known intents, DETER achieves an
F1 score surpassing 87%, exhibiting up to a 22%
improvement over the nearest embeddings.

Model v/s Threshold Performance
Figure 3 illustrates a comparative analysis of the F1
performance of the model only (i.e., DETER without

the re-classification threshold) and the complete
DETER architecture on the CLINC-150 dataset for
classifying known and unknown intents. Across all
intent proportions, the model with threshold consis-
tently outpaces the standalone version. This em-
phasizes the positive impact of the DETER frame-
work on model performance. Notably, the model’s
aptitude in classifying unknown intents is commend-
able. At the 25% intent proportion, it reaches a
striking 98.46% F1, demonstrating its proficiency
in identifying out-of-scope utterances. Compared
to using the model only, the DETER framework dis-
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Embedding
Intent Ratio

25% 50% 75%
Known Unknown Known Unknown Known Unknown

TSDAE (Clinc-150) & USE 87.45 97.86 88.30 95.44 87.90 93.25
TSDAE(Roberta) & USE 65.61 89.84 70.77 78.76 84.47 83.83

TSDAE (Askubuntu) & USE 62.43 88.52 76.23 84.61 81.77 82.09
TSDAE (Scidocs) & USE 56.32 88.39 74.77 84.53 82.17 81.45

USE_only 52.74 90.00 76.55 85.65 81.09 77.98

Table 3: Performance comparison (macro F1-score) of DETER framework for in-domain (known) and
OOS (unknown) samples with varying amounts of known training intent ratios (25%, 50%, and 75%) for
Banking-77 dataset using different embedding settings.

plays improved performance and presents lower
standard deviations, indicative of model robust-
ness. Although the performance gap narrows with
increasing data, the model with the threshold con-
sistently holds an edge. For known intents, the per-
formance remains relatively stable across varying
proportions, hovering around 91-92%, indicating
model consistency in recognizing the intents it is
trained on, irrespective of data volume. Similar
behaviour was demonstrated across the other two
datasets, Banking77 and Stackoverflow, underscor-
ing the robustness and versatility of DETER.

Class Weights
To tackle the class imbalance issue (between in-
domain and OOS training data), we evaluated DE-
TER with and without class weights in this case
study. We observed no significant performance dif-
ference in the two settings. For example, in the 25%
proportion of CLINC-150, the best F1 results ob-
tained with class weights are 82.07% for the known
and 94.32% for the unknown. Furthermore, without
class weights, the performances are 82.10% for
known and 94.20% for unknown classes.

6. Discussion

Our research presents DETER, a framework for
robust out-of-scope user utterance detection. DE-
TER offers a comprehensive approach by com-
bining dual text encoders (USE and TSDAE), a
branched deep learning architecture, synthetic and
open-domain outliers, and a threshold-based re-
classification mechanism. We focus on formulating
an efficient intent classification framework, lever-
aging the combined strength of USE and TSDAE
sentence representations integrated with dense lay-
ers.

DETER’s Performance
DETER’s substantial improvements with limited la-
belled training sets (25% and 50% cases in Ta-

ble 2) indicate its enormous potential in real-life
applications. This is particularly significant in an
ever-changing landscape of user interactions where
adaptive systems are prominent.

Table 2 shows that the DETER framework per-
forms best on three benchmark datasets (CLINC-
150, Banking77, and Stackoverflow) and outper-
forms the leading models. In the CLINC-150
dataset, DETER outperforms the state-of-the-art
models by 13%, 6%, and 3% for different known
percentages (25%, 50%, and 75%) and 5%, 6%,
and 6% for different unknown percentages (25%,
50%, and 75%). In the Banking77 dataset, DETER
outperforms the state-of-the-art models by 16%,
7%, 2% for different known percentages and 11%,
13%, and 24% for different unknown percentages.
Similarly, in the Stackoverflow dataset, DETER out-
performs the state-of-the-art models by 7%, 2%,
0.5% for different known percentages and 6%, 5%,
and 15% for different unknown percentages.

This performance improvement of DETER is
attributed to its unique combination of Univer-
sal Sentence Encoder (USE) and Transformer-
based Sequential Denoising Auto-Encoder (TS-
DAE), which offers nuanced sentence embeddings
that adeptly bridge universal linguistic traits with
domain-specific nuances. Its branched architec-
ture bolsters feature extraction, clearly differenti-
ating intent and OOS utterances. The framework
also includes complementary components like syn-
thetic outliers and threshold-based re-classification
mechanisms, further enhancing its efficacy.

Synthetic and Open-Domain Outliers

Our findings show that synthetic outliers with higher
values have a more noticeable impact than open-
domain outliers, which extend beyond mere obser-
vation. This insight opens up new pathways for
research to leverage synthetic data manipulation
to enhance model robustness and performance.
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Figure 3: Performance comparison of the ”Model only” versus the ”Model with threshold (DETER)” on
CLINC-150 dataset for both (a) known and (b) unknown intents across varying intent ratios . The error
bars display the standard deviation across ten runs.

Efficiency, Scalability, and Applicability
One of the most salient aspects of this model is its
remarkable computational efficiency. The DETER
model boasts remarkable computational efficiency
with only 1.5M trainable parameters, starkly con-
trasting the 125M in the model by Zhan et al. (2021).
This streamlined design, which does not sacrifice
performance, enhances scalability and flexibility for
deployment across various platforms, even those
with limited resources.

Performance and Robustness
Despite its simplicity of architecture, the model
maintained robust performance, substantiating the
efficacy of our approach. This performance par-
ity with more complex models underlines our ap-
proach’s potential to contribute significantly to on-
going research in deep learning and NLP.

Limitations and Future Work
Our assessment of the DETER framework encom-
passed 3 datasets, providing a broader evaluation
spectrum. However, even with this multi-dataset ap-
proach, inherent data limitations persist. This em-
phasize the necessity of further exploration across
even more diversified datasets, including multilin-
gual datasets or languages other than English, to
fully evaluate the framework’s potential. Among
future research avenues, few-shot learning is an in-
triguing domain poised to augment DETER’s adapt-
ability and efficiency.

7. Conclusions

This work introduces the Dual Encoder for
Threshold-based Re-Classification (DETER), de-
signed to detect out-of-scope user utterances in dia-
logue systems and by employing dual text encoders

(USE and TSDAE), branched deep learning neural
network architecture, synthetic and open-domain
outliers, and a threshold-based re-classification
mechanism, the DETER framework was rigorously
evaluated using CLINC-150, Banking77, and Stack-
overflow datasets. Our findings indicate a promis-
ing performance and superiority over the baseline.
Through experimentation with synthetic outliers
and open-domain data, we found that synthetic
outliers exerted a more pronounced influence on
the model’s efficacy. This insight underscores the
significance of adept outlier handling to augment
the model’s capability. However, introducing class
weights had a negligible impact on the results.

While focusing on three benchmark datasets
(CLINC-150, Banking77, and Stackoverflow) intro-
duces certain constraints, the overarching conclu-
sions underscore a promising direction for future re-
search. The emphasis lies on optimizing efficiency,
scalability, and applicability without sacrificing per-
formance. DETER’s evaluation of three benchmark
datasets reveals its superiority, outperforming the
state-of-the-art models.

This insight suggests a promising avenue for fu-
ture research. Given that the TSDAE framework
utilizes either Roberta or BERT models as its back-
bone, the possibility of training a multilingual TS-
DAE using multilingual data arises. This approach,
mirroring the original TSDAE framework by Wang
et al. (2021), could lead to the development of a
multilingual DETER framework capable of handling
diverse language datasets.
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