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Abstract
Transformer models, such as BERT, are often taken off-the-shelf and then fine-tuned on a downstream task. Although
this is sufficient for many tasks, low-resource settings require special attention. We demonstrate an approach of per-
forming an extra stage of self-supervised task-adaptive pre-training to a number of Croatian-supporting Transformer
models. In particular, we focus on approaches to language, domain, and task adaptation. The task in question is
targeted sentiment analysis for Croatian news headlines. We produce new state-of-the-art results (F1= 0.781), but
the highest performing model still struggles with irony and implicature. Overall, we find that task-adaptive pre-training
benefits massively multilingual models but not Croatian-dominant models.

1. Introduction

Transformers, and Bi-directional Encoder Repre-
sentations from Transformers (BERT) models in
particular, have profoundly shaken the NLP field of
research at its core. This can be seen not just in
the sheer number of papers produced on this topic,
nor the emergence of the sub-field occasionally
dubbed ‘BERTology’ (Rogers et al., 2021), but in
the number of papers that begin with a remark on
how disruptive and innovative the introduction of
BERT really is (Devlin et al., 2019). BERT models
typically undergo self-supervised pre-training on
massive amounts of data. In addition to boasting
state-of-the-art performance across many tasks,
BERT models thus serve as a firm base for further
domain and task adaptation.

Most approaches to BERT task adaptation in-
volves taking a base model and fine-tuning the
model for a specific task. In contrast, Gururan-
gan et al. (2020) find that models may benefit
from a continuation of pre-training before the fine-
tuning stage. The authors present a novel per-
spective on domain and task adaption. A lan-
guage model (LM, or BERT in our case) is usually
trained for a general domain and exists within a
domain which the authors refer to as the ‘LM do-
main’. Domain adaption occurs when the domain
of the language model is brought closer to the tar-
get domain. Although domain adaption has a num-
ber of different approaches, the authors specifi-
cally refer to domain-adaptive pre-training (DAPT),
which involves continued pre-training with massive
amounts of unlabelled in-domain data. The au-
thors find that DAPT before the traditional down-
stream fine-tuning stage yields improvements in
performance compared to just fine-tuning.

Furthermore, the authors contrast the set of data

that define domains with that of tasks. Tasks
lie within a domain—essentially they are a sub-
domain with its own associated set of unlabelled
task data. Gururangan et al. (2020) find that
combining DAPT with an extra task-specific stage
of pre-training with unlabelled task data, which
the authors refer to as task-adaptive pre-training
(TAPT), improves performance when conducted be-
fore fine-tuning compared to only fine-tuning. The
authors find that greatest benefits come when both
DAPT and TAPT are performed in sequence before
fine-tuning.

In this work, we apply task-adaptive pre-training
to the task of targeted sentiment analysis (TSA) for
Croatian headlines. TSA is a type of sentiment anal-
ysis (or opinion mining) which aims to identify the
intention’s of an author’s sentiment towards a tar-
get, usually a named entity (NE), irrespective of
the tone (or global sentiment). For example, in the
following news headline from Barić et al. (2023),
translated from Croatian, contrasting targeted sen-
timents are exhibited (bold indicates targets, SUB-
SCRIPT indicates sentiment):

NorwayPOS is the happiest country on
earth; CroatiaNEG has fallen three places
lower than last year.

Although the tone of the headline is neutral, dif-
ferent sentiments are applied to different NEs in
the headline; Norway is assigned a positive senti-
ment, whereas Croatia is assigned a negative sen-
timent. The challenge of this task is to disentangle
conflicting global sentiments as well as possibly
conflicting local sentiments. In many cases, head-
lines may contain provocative wording which con-
tain both implicit and explicit sentiment towards dif-
ferent entities being discussed. This will also have
to be identified by the model. Although we would
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like for news to be neutral, this is sadly often not
the case. Partisianship is common in the news do-
main also in Croatia, with media exhibiting clear
biases. The purpose of building a sentiment analy-
sis model for headlines is to help political scientists
in analysing trends in how named entities are cov-
ered by the media and how the coverage evolves.

The focus of our work is in the Croatian lan-
guage, specifically with news from Croatian news
portals. Croatian is an under-resourced language,
and we expect TAPT to have particular advantages
for tasks in such languages. We thus contribute to
the field of under-resourced languages, as well as
expanding upon Barić et al.’s (2023) approach to
targeted sentiment analysis and validating the ap-
proach of Gururangan et al. (2020) by applying it
to a new language and domain.

2. Background and related work

BERT (Devlin et al., 2019) is a powerful lan-
guage model, but one that is still in need of fur-
ther fine-tuning before deployment. Ma et al.
(2019) present a two-stage ‘curriculum-learning
and domain-discriminative data selection’ frame-
work for domain adaptation. Lin et al. (2020) ex-
plore how domain adaptation may be performed
for the purpose of detecting negation in clinical
notes, finding that BERT models are resistant
to over-fitting due to how broad their pre-training
stage is. Two papers which come quite close to
our work are by Li et al. (2019); Rietzler et al.
(2020), who find that ‘coarse-to-fine’ domain adap-
tation yields increases in performance with aspect-
based sentiment analysis.

Gururangan et al. (2020) also suggest that dif-
ferent levels of granularity exist with domain- and
task-adaptive pre-training (DAPT and TAPT respec-
tively), and that leveraging them together can re-
sult in increases in performance. We see our work
as a continuation of this work by exploring how
TAPT can apply to different Croatian-supporting lan-
guage models.

2.1. Sentiment analysis
Recent work on sentiment analysis has paid more
attention to fine-grained tasks in sentiment analy-
sis, particularly aspect-based sentiment analysis,
which involves identifying implicit sentiments to-
wards different aspects of a larger entity (Pavlopou-
los, 2014). Targeted sentiment analysis (TSA), the
task which we will be exploring, differs from aspect-
based sentiment analysis due to its aim of min-
ing the sentiment towards topics or named enti-
ties in a piece of text, rather than on features or
parts of a named entity with the goal of mining
feature-oriented evaluation. Previous work in TSA

largely involve identifying the sentiment towards
targets in tweets (Jiang et al., 2011; Saif et al.,
2013). Such approaches include the use of gated
neural networks (Zhang et al., 2016; Jabreel et al.,
2018) and BERT models specifically for COVID-
19-related tweets (Zhou et al., 2022).

Although sentiment analysis has been a crucial
task in NLP, a majority of the work is done on
English (Dashtipour et al., 2016). For other lan-
guages, the lack of quality annotated data poses
a significant challenge. Notable early exceptions
concern high-resource languages such as Ger-
man (Li et al., 2012) and Chinese (Wan, 2008).
Aside from an ambitious project that attempts to
provide a sentiment lexicon for 136 languages
(Chen and Skiena, 2014), much of the non-English
research in this field is recent. Salgueiro et al.
(2022) provide a polarity data set for Spanish
based on political headlines. Basile and Nissim
(2013) introduce the first data set of Italian tweets.
Few other data sets are available.

The impact of transformer models has also been
felt here. Languages for which sentiment analysis
transformers models exist include Turkish (Mutlu
and Özgür, 2022), Hindi and Bengali (Khan and
Shahid, 2022), Swahili (Martin et al., 2021), Span-
ish (Vásquez et al., 2021), and Russian (Kotel-
nikov, 2021). Approaches are broad, ranging from
applying a multilingual model, pre-training entirely
from scratch, transfer learning from a high re-
source language, or aggregating data from simi-
lar or related languages. Makogon and Samokhin
(2021) come quite close to our work by perform-
ing targeted sentiment analysis on news in Rus-
sian and Ukrainian, two Slavic languages.

Our interest in sentiment analysis is situated
within the news domain, in which headlines are
a notable feature. Tasks related to headlines can
include keyword mining (Eiken et al., 2006), gen-
eration (Banko et al., 2000) or ‘fake news’ detec-
tion (Liu et al., 2021). Notable data sets for the
news domain exist primarily for English and in-
clude GoodNewsEveryone (Bostan et al., 2020),
which contains a crowd-annotated set of 5000
headlines; SemEval-2004 Task 14 (Strapparava
and Mihalcea, 2007), a data set for semantic eval-
uation; and a Million News Headlines (Kulkarni,
2018), an unlabelled set of a million headlines from
Australia. Within the news domain, targeted senti-
ment analysis is also used for analysing headlines.
In contrast to our work, much of this work is per-
formed in financial news headlines (Xiang et al.,
2022; Du et al., 2023). Aside from Barić et al.
(2023), all work appears to be for English news
sources.
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2.2. Croatian
Croatian is a South Slavic language spoken pri-
marily in Croatia and neighbouring countries Italy,
Austria, Hungary, Serbia, Bosnia and Herze-
govina, and Montenegro, plus a large dias-
pora community worldwide. It is mutually in-
telligible with Bosnian, Montenegrin, and Ser-
bian (Golubović and Gooskens, 2015). These
four languages are often grouped together un-
der the pluri-centric designation Bosnian-Croatian-
Montenegrin-Serbian (BCMS) or, formerly, Serbo-
Croatian (Brozovid, 1991; Bugarski, 2019). Croa-
tian involvement in machine learning dates back
to the 70s. In fact, contrary to popular knowl-
edge, which assumes a much later introduc-
tion in the 90s, transfer learning was first de-
scribed in a paper written in Croatian (Bozinovski,
2020). Despite its role in machine learning history,
however, Croatian can presently be considered
am under-resourced language (Hedderich et al.,
2021). Training data for Croatian is often aug-
mented with data from a similar, related language
such as Slovene or from data the very similar
but politically distinct neighbouring languages of
Bosnian, Montenegrin and Serbian (Ljubešić and
Lauc, 2021; Ulčar and Robnik-Šikonja, 2020).

In addition to massively multilingual models
such as Multilingual BERT (mBERT, Devlin et al.,
2019) or XLM-RoBERTa (Conneau et al., 2020),
there also exist language-specific models for
BCMS. To our knowledge, only two language-
specific BERT models have been created. The
first model is CroSloEngual BERT (pronounced
‘Crosslingual BERT’) or cseBERT1, produced by
Ulčar and Robnik-Šikonja (2020) as part of re-
search on the impacts of transfer learning between
related languages on BERT models in compari-
son to massively multilingual models. Ulčar and
Robnik-Šikonja (2020) show that their approach
of transfer learning with fewer languages outper-
forms mBERT in three tasks. Despite its con-
siderably larger proportion of Croatian in its pre-
training corpus, cseBERT primarily appears in re-
search for Slovene (Žagar and Robnik-Šikonja,
2022). The second model is BERTić, the cur-
rent state-of-the-art, BCMS-focused model intro-
duced by Ljubešić and Lauc (2021). BERTić out-
performs both cseBERT and mBERT in morpho-
syntactic tagging, named entity recognition, social
media geo-location and commonsense causal rea-
soning. Its use in Croatian include hate-speech de-
tection (Shekhar et al., 2022) and sentiment analy-
sis of parliament proceedings in Bosnia and Herze-
govina, Croatia and Serbia (Mochtak et al., 2022).
It has also been used in the closely related but

1https://huggingface.co/EMBEDDIA/
crosloengual-bert

politically distinct Serbian language for sentiment
analysis (Batanović and Miličević Petrović, 2022),
sentiment-based topic modelling in the context of
COVID-19 vaccines (Ljajić et al., 2022), as well as
behavioural testing with indeclinable nouns (Lee
and Bloem, 2023).

There has been some recent work on Croatian
sentiment analysis. Thakkar et al. (2023) provide
a sentiment-annotated data set of Croatian film re-
views. The work closest to ours is Barić et al.’s
(2023) work, which introduces the SToNe data set.
This is a data set of Croatian headlines for both
tone, or global sentiment of a headline, and tar-
geted sentiment, or sentiment towards a particular
named entity within a headline. The authors main-
tain that there is a statistical relationship between
these two aspects of a headline and use a number
of approaches, including averaged, mixed or alter-
native batches, to build a BERTić-based model for
targeted sentiment analysis.

3. Data

We use a yet unpublished dataset collected us-
ing the TakeLab Retriever (Ćurković et al., 2022),
which includes a web scraper that routinely trawls
news articles from assorted Croatian web portals,
to obtain a dataset of Croatian news headlines and
their associated metadata. From this dataset, we
extracted 8.34 million headlines, spanning from
1 January 2001 to 26 April, 2023, the day of re-
trieval. Headlines largely come from Croatian na-
tional news sites, though some regional publica-
tions and blogs are also included, which occasion-
ally use regionalisms. Of note is the fact that the
headlines data set consists of a nearly exhaustive
representation of the Croatian online news head-
line sub-domain at the time of retrieval. This is an
unusually rich quantity of data related to our task,
thus being particularly suitable for the purpose of
task-adaptive pre-training (TAPT).

We tokenised the headlines dataset using the
ReLDI tokeniser, a rule-based tokeniser for Croa-
tian provided by the CLASSLA Python package
(Ljubešić and Dobrovoljc, 2019). We then applied
a fuzzy matching-based de-duplication process,
reducing the headline count by 11.91%, to 7.35 mil-
lion headlines, and pruned 5,027 one-word head-
lines. We also removed headlines that appear in
the SToNe validation and test set. For every tested
model except BERTić, we also concatenated all
the headlines, tokenised them using each model’s
respective tokeniser, and then split the headlines
into equal-sized chunks of 512 sub-word tokens,
the max token limit for each of the models. Subse-
quently, 99% of the data set was used for training
with the remaining 1% used for evaluation.

https://huggingface.co/EMBEDDIA/crosloengual-bert
https://huggingface.co/EMBEDDIA/crosloengual-bert
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Case NEG NTR POS Total
Hrvatska NOM 1 1 5 7
Hrvatske GEN 0 4 2 6
Hrvatskoj D/L 1 8 2 11
Hrvatsku ACC 1 9 3 13
Hrvatskom INS 0 0 1 1
Total 3 22 13 38

Table 1: Distribution of the declension of Hrvatska
(‘Croatia’) across different sentiment labels. We
merge dative and locative due to the irrecoverabil-
ity without context.

3.1. SToNe dataset

We also use the as yet unpublished SToNe dataset
(Barić et al., 2023), which is is an annotated sub-
data set of the aforementioned headlines data set
containing named entities (NEs) as well as labels
for the sentiment towards the NEs and the general
tone of the headline. Four NE categories (PER for
people, ORG for organisations, LOC for locations,
and MISC for everything else) are present. The
PER label notably also includes the names of eth-
nic groups. Targeted sentiment and tone are an-
notated with a ternary annotation scheme of nega-
tive (NEG), neutral (NTR), and positive (POS) labels.
Further details on the annotation process are de-
scribed by Barić et al. (2023). We use the 2,308
headlines annotated with full agreement and did
not perform any additional pre-processing.

A peculiarity of this data set is the lack of lemma-
tization. Although this would have a minimal
impact for English due to the lack of inflection,
this has a number of consequences for a highly-
inflected language like Croatian, where named en-
tities are also inflected. The first consequence
is that it creates sparsity. For example, the en-
tity Croatia is not only spread out across different
terms, such as ‘Croatia’, ‘Republic of Croatia’ and
‘HR’, but each term is spread out across different
declensions, resulting in the term appearing to be
much less frequent. In Table 1, we demonstrate
how Hrvatska (‘Croatia’, as opposed to ‘Republic
of Croatia’ or any abbreviations) is referred to 38
times in total. However this count is distributed
across five different declined forms, each with a
different sentiment ratio.

The second consequence is the grammatical
function of the entity is partially recoverable by
looking at the ending, depending on the type of
named entity. In the case of Hrvatska, there is a
tendency towards positive labels in the nominative
case, indicating the agent of an active verb or pa-
tient or theme of a passive verb, whereas locative
and accusative, both used generally to indicate a
location or direction, tend to be neutral. This is,
however, dependent on the type of named entity.

Model Training breakdown
BERTić Croatian (66.3%), Serbian

(23.33%), Bosnian (9.42%),
Montenegrin (0.95%)

cseBERT English (47%), Croatian (31%),
Slovene (23%)

mBERT Includes Croatian, Bosnian, Ser-
bian and Serbo-Croatian

XLM-
RoBERTa

Includes Croatian (5.7G), Bosnian
(18M) and Serbian (1.5G)

Table 2: Model training data size in Croatian and
related languages, if provided.

For example, Hrvat appears in six different varia-
tions in the data set with 70% positive labels and
no clear relationship with case.

4. Methodology

We selected five models to examine how addi-
tional self-supervised pre-training with unlabelled
task data (TAPT) affects targeted sentiment analy-
sis performance. The models selected represent
a diverse set of pre-training approaches as well as
vary in terms of the number of languages covered,
and together encompass a near totality of Croat-
ian language modeling. They are either Croatian-
dominant or massively multilingual models. Table
2 shows comparison of exposure to Croatian train-
ing data for each model.

4.1. Croatian-dominant
The first model, BERTić, is a model trained exclu-
sively on corpora derived from Bosnian, Croatian,
Montenegrin and Serbian sources (Ljubešić and
Lauc, 2021), consisting of 8.39 billion tokens. The
headline data set highly overlaps BERTić’s vocab-
ulary (94.33%) with only 459 out-of-vocabulary to-
kens. A notable quirk of BERTić is that it is trained
with the ELECTRA objective, or ‘Efficiently Learn-
ing an Encoder that Classifies Token Replace-
ments Accurately’ (Clark et al., 2019). Rather than
performing masked language modelling, as done
with traditional BERT models (Devlin et al., 2019),
ELECTRA models are trained on a replaced token
detection (RTD) task. This means that the pre-
training procedure performed during TAPT must be
a continuation of the RTD task. Aside from the
ELECTRA objective, BERTić otherwise closely fol-
lows the specifications of the base BERT model,
with 12 layers and 110M parameters. It was the
main focus of previous work done by Barić et al.
(2023) on entity-level sentiment analysis in Croat-
ian headlines.

The second model, cseBERT, is a tri-lingual
model trained on English, Croatian and Slovene
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(Ulčar and Robnik-Šikonja, 2020). It was trained
on a corpus of 5.9 billion tokens, predominantly
composed of English, with a smaller portion in
Croatian. Unlike BERTić but also unlike other
BERT models, cseBERT is trained on the whole
word masking (WWM) task, also known as the
Cloze task (Taylor, 1953). WWM masks entire
words, requiring the target model to recover the
whole word rather than just WordPiece sub-word
tokens (Schuster and Nakajima, 2012). The head-
line data set moderately overlaps cseBERT’s vo-
cabulary (68.32%), and it encounters the most
out-of-vocabulary tokens out of all the models:
798,487 tokens, or 0.54% of the tokens.

4.2. Massively multilingual
We also tested Bert-Base-Multilingual-Cased,
XLM-RoBERTa-Base, and XLM-RoBERTa-Large.
All models are pre-trained on 100 or more lan-
guages, albeit with varying degrees of Croatian
data. The pre-training process objective for these
models is masked language modelling (MLM),
the standard training procedure for BERT models
(Devlin et al., 2019).

Multilingual BERT (mBERT) is the original
massively-multilingual BERT model (Devlin et al.,
2019). We use the updated cased model, bert-
based-multilingual-cased. mBERT is pre-trained
on a corpus consisting of the top 104 language edi-
tions of Wikipedia, including the Croatian, Bosnian,
Serbian and Serbo-Croatian editions. mBERT has
a high out-of-vocabulary rate on the headlines data
set (0.41%), suggesting that mBERT may have the
least exposure to the target domain.

The XLM-RoBERTa models (Conneau et al.,
2020) differ from mBERT in a few notable ways.
They make use of Byte-Pair Encoder (BPE) tokeni-
sation, introduced by Sennrich et al. (2016), in-
stead of the standard BERT WordPiece tokeniser.
This approach to tokenisation may be responsi-
ble for the considerably low number of out-of-
vocabulary tokens for these models (< 0.001%).
With 2.5TB of data total, it is by far the model
exposed to the most amount of data, although it
has only been exposed to 515.23 million tokens of
Croatian.

4.3. Training procedure
The training procedure we followed was adapted
from Gururangan et al. (2020). We specifically
adopted a two-stage approach. The first stage
consisted of task-adaptive pre-training (TAPT),
which adapted the models to the general unla-
belled data of the task using their original pre-
training objective. For each model, we also pro-
duced a version for comparison which omitted
this stage. Due to resource constraints, we only

Model Before After
BERTić 190,601.81 3,383.42
cseBERT 279.35 12.07
XLM-RoBERTa-Base 218.22 3.64
mBERT 36.55 2.73
XLM-RoBERTa-Large 5.39 2.72

Table 3: Perplexity across pre-training

trained the models for three epochs. The sec-
ond stage consisted of fine-tuning on the labelled
SToNe data set with loss calculated on the valida-
tion portion of the set. We followed the process of
the Target baseline from Barić et al. (2023). Each
model was tested after 10 epochs of fine-tuning,
after exploring values between 3 and 50 epochs.

The final models were tasked on their ability to
predict the sentiment labels selected by the anno-
tators. To evaluate the results of the initial TAPT
stage, we calculated perplexity on the validation
set. The overall evaluation of the task employs F1-
score using macro averages over all classes, in-
cluding a comparison of gains or losses from TAPT
training.

5. Results and analysis

All models showed a drop in perplexity after the
task-adaptive pre-training stage, indicating that
all models learned from the task. However,
each model increased by dramatically different
amounts. BERTić dropped from an exception-
ally high 190,601.81 to a much lower, but still
high 3,383.42. This shows that BERTić still strug-
gles considerably with the replaced token detec-
tion task with the pre-training data set. Other mod-
els had much lower perplexity values, although, in-
terestingly, the lowest values, both before and after
training, all went to the multilingual models. See
Table 3 for all pre-training results.

5.1. Model performance

Each model was tested with five seeds with the re-
sults from the test set then averaged across the
seeds. Our worst-performing models were both
versions of mBERT, followed by XLM-RoBERTa-
Base without TAPT. The next lowest performing
models were both cseBERTs, followed by a tie be-
tween XLM-RoBERTa-Base with TAPT and XLM-
RoBERTa-Large without TAPT. Although BERTić
fared well above most of the competition (F1 =
0.745), it ultimately lost to XLM-RoBERTa-Large
with TAPT, the highest-performing model of the en-
tire set. The results are presented in Table 4.

An entirely different picture is painted when
examining the results through the gains (Table
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Model AVG NEG NTR POS
BERTić 0.745 0.721 0.770 0.744
+ TAPT 0.736 0.733 0.766 0.708
cseBERT 0.718 0.708 0.739 0.706
+ TAPT 0.711 0.696 0.752 0.687
mBERT 0.600 0.550 0.688 0.561
+ TAPT 0.660 0.634 0.718 0.628
XLM-R-Base 0.669 0.633 0.726 0.648
+ TAPT 0.728 0.702 0.763 0.719
XLM-R-Large 0.728 0.723 0.749 0.713
+ TAPT 0.771 0.770 0.793 0.750

Table 4: Comparison of F1-scores for all models
with and without task-adaptive pre-training (TAPT).

Model AVG NEG NTR POS
BERTić -1.2% 1.7% -0.5% -4.8%
cseBERT -1.0% -1.7% 1.8% -2.7%
mBERT 10.0% 15.3% 4.4% 11.9%
XLM-R-B 8.8% 10.9% 5.1% 11.0%
XLM-R-L 5.9% 6.5% 5.9% 5.2%

Table 5: The effect of TAPT training by percent in-
crease per model per label. A negative number
indicates that performance decreased with the in-
clusion of the TAPT stage.

5). All Croatian-dominant models experience de-
creases in performance with TAPT, with BERTić
decreasing 1.2% in F1-score after the added pre-
training. cseBERT experiences a similar but
slightly smaller decrement, 1.0%. On the other
hand, all massively multilingual models experience
performance boosts with TAPT.

5.2. Error analysis

We perform an error analysis of one run from the
highest performing model, XLM-RoBERTa-Large
with TAPT, henceforth referred to as XLM-LT. De-
spite its strong performance (F1= 0.781), there is
still considerable room for improvement for XLM-
LT. We provide an overview of final scores, Table
6, and a confusion matrix of the results, Table 7.

We break down errors into three categories:

1. Opposite errors are errors where the oppo-
site polar label (NEG or POS) is predicted.

2. Neutralising or neutralisation errors occur
when NTR is predicted instead of a polar la-
bel, resulting in a polar sentiment being neu-
tralised.

3. Polarising or polarisation errors are predic-
tions where NEG or POS is predicted instead
of a NTR label, resulting in a neutral sentiment
being interpreted as a polar one.

Precision Recall F1-score N
NEG 0.736 0.800 0.766 115
NTR 0.834 0.796 0.815 221
POS 0.762 0.762 0.762 126
Overall 0.777 0.786 0.781 462

Table 6: Results for each label for XLM-RoBERTa-
Large.

NEG NTR POS N
NEG 92 16 7 115
NTR 22 176 23 221
POS 11 19 96 126

Table 7: Confusion matrix for the labelling perfor-
mance of XLM-LT. The rows indicate gold labels
and the columns indicate predictions.

The logic behind this subdivision is that oppo-
site errors are significantly rarer than neutralising
or polarising errors, and are more severe.

Table 7 shows that many of XLM-LT’s errors
come from polarising errors, that is, by predicting a
polar label when the gold label is NTR. This is also
evidenced by the lower precision for both NEG and
POS compared to NTR. XLM-LT is shown to over-
predict NEG labels in particular. That said, XLM-LT
very rarely produces opposite errors, making up
18.37% of errors.

5.2.1. Results by named entity types

Table 8 shows a classification chart filtered by NE
type. PER is a particularly weak NE type for our
classifier, having the lowest F1-score (0.755). The
model appears to to under-predict NTR labels for
this type, producing polarisation errors by assign-
ing NEG or POS. While only 18.37% of errors over-
all are opposite errors, 66.67% of such errors are
associated with the PER label. Considering that
PER makes up 45.89% of the NE types in the test
set, something about headlines with PER targets
may be difficult to interpret properly. One possible
explanation could be irony. Many such headlines
mix positive and negative statements for the pur-
pose of creating irony, which is generally indicative
of NEG sentiment towards the target.

On the other hand, ORG is the strongest NE type
for XLM-LT, showing strong performance across
the board, except in ORG+POS recall. Aside from
that, errors are predominantly neutralisation errors.
Abbreviations appear to cause particular difficulty
for ORG. While abbreviations make up 12.97% of
ORG in the training set or 5.58% of training over-
all, they are over-represented in the test set and
cause 45% of the errors in ORG. Some of these
issues may be caused by issues with tokenisation
and span labelling in the training and test set of
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the original dataset, where we observe that inflec-
tional endings of abbreviations are inconsistently
included or excluded from spans.

The classifier’s performance in LOC, like ORG,
is almost opposite that of PER. LOC+NTR is the
model’s strongest point (precision = 0.855, recall =
0.942, F1= 0.897). LOC+POS precision is very high
(0.909), indicating that most of its predictions for
this label are correct. However, both LOC+NEG and
LOC+POS have low recall. The classifier makes a
lot of neutralisation errors, tending to predict a NTR
sentiment with locations.

In Table 9, we further break down the perfor-
mance of LOC by case. A case-oriented analy-
sis of LOC can be particularly interesting consid-
ering that, unlike other NE types, locations tend
to be assigned DATIVE/LOCATIVE case but different
cases have a different sentiment distribution. For
example, DATIVE/LOCATIVE is overwhelmingly NTR
(81.13%) in our test set, but there are statistically
more polar sentiments for NOMINATIVE and GENI-
TIVE. Additionally, cases are easily discernible for
LOC due to the lack of indeclinable nouns in its
semantic class (Lee and Bloem, 2023). Finally,
cases can reveal to what extent a classifier can
leverage higher level processes such as semantic
roles to parse the sentiment of input.

We see that DAT/LOC+NTR dominates the data
set and that the classifier is adept at predicting it,
but it is unable to recognise when a location is be-
ing portrayed positively or negatively. This is evi-
denced by its considerably low recall (NEG = 0.500,
POS = 0.600). In the following example, Croatia
is in the DATIVE case, and the author’s sentiment
towards Croatia is POS. Although in another loca-
tion it may be appropriately predicted NTR, here it
is expected that the author intends for the focus on
Croatia to be POS as the actress in question has se-
lected Croatia (i.e., the country of the author) over
other places to stay:

Atraktivna detektivka iz popularne serije
boravi u Hrvatskoj
The attractive detective from a popular
series resides in Croatia

The performance here suggests that the classi-
fier is not picking up on more implicit sentiment,
particularly with the DATIVE/LOCATIVE case. On the
other hand, NOM+POS is particularly strong as is
NOM overall, with errors being confusion between
NTR and NEG. Meanwhile, POS is weak across
both GEN and ACC, although ACC in particular is
weak. These are both associated with lower preci-
sion in NTR, further suggesting that locations are
consistently predicted to be NTR by XLM-LT. Over-
all, this case-based analysis shows evidence of
unintended shortcuts being learned. Particularly,

P. R. F1 N
PER NEG 0.682 0.833 0.750 54

NTR 0.847 0.678 0.753 90
POS 0.730 0.794 0.761 68
Avg 0.753 0.768 0.755 212

ORG NEG 0.806 0.806 0.806 36
NTR 0.780 0.830 0.804 47
POS 0.821 0.742 0.780 31
Avg 0.802 0.792 0.796 114

LOC NEG 0.778 0.737 0.757 19
NTR 0.855 0.942 0.897 69
POS 0.909 0.588 0.714 17
Avg 0.847 0.756 0.789 105

MISC NEG 0.800 0.667 0.727 6
NTR 0.846 0.733 0.786 15
POS 0.692 0.900 0.783 10
Avg 0.779 0.767 0.765 31

Table 8: Results for XLM-RoBERTa-Large + TAPT
distributed across named entity types. Perfor-
mance below 0.750 is bolded.

P. R. F1 N
NOM NEG 0.714 0.714 0.714 7

NTR 0.818 0.818 0.818 11
POS 1.000 1.000 1.000 5
Avg 0.844 0.844 0.844 23

GEN NEG 0.800 0.800 0.800 5
NTR 0.789 1.000 0.882 15
POS 1.000 0.333 0.500 6
Avg 0.863 0.711 0.727 26

DAT/LOC NEG 0.667 0.500 0.571 4
NTR 0.902 0.949 0.925 39
POS 0.750 0.600 0.667 5
Avg 0.773 0.683 0.721 48

ACC NEG 1.000 1.000 1.000 3
NTR 0.750 1.000 0.857 3
POS 0.000 0.000 0.000 1
Avg 0.583 0.667 0.619 7

Table 9: Results for XLM-RoBERTa-Large + TAPT,
LOC named entity types, divided further by case.

the classifier seems to associate certain semantic
roles with certain sentiments.

6. Discussion

Gururangan et al. (2020) tested the TAPT approach
with different amounts of domain-relevant data,
finding that the more domain-relevant, the better
the performance. Our work, in contrast, tested the
same domain and task-relevant data set, but with
different models trained on different languages.
We found that TAPT indeed yielded benefits to mas-
sively multilingual models, but we observed regres-
sions in performance for Croatian-specific models.
However, it is worth noting that not all improve-
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ments nor regressions were equal. In fact, none
of the models showed changes in performance in
the same way, not even the two XLM models which
had been pre-trained on the same data. Our re-
sults suggest that TAPT is a suitable approach if
and only if the models being trained have not been
exposed to this data already.

We also suspect that the size of the model plays
a role in what the model gets out of TAPT. It is possi-
ble that XLM-RoBERTa-Large’s expanded param-
eters allows it to pick up on subtleties in NTR that al-
lowed it to see the largest amount of improvement
in handling that label. Meanwhile, while mBERT
saw the most improvement overall, including a sig-
nificant improvement in NEG, it still performed the
worst out of all models after TAPT; its large improve-
ments only demonstrate the proportion by which it
improved from a rather poor-performing model.

Lastly, we propose the existence of languages
as ‘super-domains’, which apply in particular
to under-resourced languages. This is an as-
pect thoroughly unexplored by Gururangan et al.
(2020), as the authors are concerned with English
language modelling. A language ‘super-domain’,
an order above domains or tasks, would consist of
all the data in existence for a language and pos-
sibly even related languages. A ‘super-domain’
would also have its own related pre-training task,
language adaptive pre-training (LAPT) which we
propose occurring before domain-adaptive pre-
training.

One of our takeaways from this work is that
under-resourced languages require a special kind
of attention that high resource languages do not.
Obstacles relating to lack of data need to be over-
come. This includes more direct obstacles such
as encountering little means to extend the training
for a particular model because the model has al-
ready seen all data for the language. There are
also indirect obstacles, such as needing to use
models based on alternative but less accessible ar-
chitectures like ELECTRA or whole word masking,
to make use of all available resources. On top of
that, under-resourced languages require particular
focus on addressing biases, which are amplified
by the low resolution of available data. Address-
ing such biases requires sensitivity not just to ex-
plicit but also implicit understanding of text, neces-
sitating particular familiarity with the language in
question as well as its surrounding culture, politi-
cal situation, and history.

While we demonstrate how TAPT improves per-
formance, we strongly underline the fact that a
keen understanding of both the necessity and suit-
ability of an approach is key. This means that TAPT
should not become a ‘must-do’ but rather be in-
cluded as part of a diverse toolbox of approaches
domain and task adaptation if seen fit.

6.1. Future work
We observed in Table 9 a potential statistical re-
lationship between semantic role and sentiment.
Future work could incorporate this information ei-
ther by passing case to the classifier, which is pre-
dominantly a grammatical function, or by passing
semantic label to the classifier, thus indicating the
semantic role of the target. The inclusion of case
has not yet been researched extensively in senti-
ment analysis for highly inflective languages such
as Croatian.

Although lemmatisation has been shown to have
minimal impact on sentiment performance in En-
glish (Palomino and Aider, 2022), it is unknown
how this will impact highly inflected languages
such as Croatian. There still remains an unex-
plored possibility for the lemma of the named entity
to be passed, for example using the reldi-tagger
(Ljubešić and Dobrovoljc, 2019), F1= 98.17.

Gururangan et al. (2020) show not only benefits
from TAPT followed by the usual fine-tuning proce-
dure, but also by performing a preliminary stage of
in-domain pre-training before both of these train-
ing stages. This process of domain-adaptive pre-
training (DAPT), is one which we have entirely
skipped in our study. There is, nevertheless, fur-
ther potential for improvement by incorporating
more in-domain data. In our case, this could be
more general unlabelled data from the Croatian
news domain. Furthermore, building on our previ-
ous discussion of language super-domains, there
also exists the potential to perform both LAPT and
DAPT. This may be particularly beneficial for mod-
els that have not seen the full extent of Croat-
ian training data nor training data from the closely
related Bosnian, Montenegrin, and Serbian used
for BERTić. Exposure to more general language-
related data should result in performance gains by
adapting the models away from being language-
neutral (in the case of multilingual models) into be-
ing more language-specific. Future work can thus
compare different combinations of LAPT, DAPT and
TAPT with fine-tuning, although we also echo the
warnings of Gururangan et al. (2020), that train-
ing with specific data first followed by more general
data may lead to catastrophic forgetting.

Lastly, there is potential for improvement of the
models. It is likely that BERTić has been under-
trained and would benefit from significantly more
epochs of pre-training, as shown by its high per-
plexity values in pre-training. Its WordPiece to-
keniser may also be less suitable for highly in-
flected languages. As for XLM-RoBERTa, it is
likely that an even larger model be better adept at
the task. Despite some previous research warning
of ‘English influence’ when using multilingual mod-
els in some tasks (Papadimitriou et al., 2023), we
predict that with a task like targeted sentiment anal-
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ysis, this may not necessarily be an issue. How-
ever, we found that performance increases dimin-
ished as model size increased, and a larger model
may not perform better enough to justify the re-
sources required to train it.

7. Conclusion

We developed sequence classification models for
the task of targeted sentiment analysis, trained
with and without task-adaptive pre-training (TAPT)
using a very large database of unlabelled Croa-
tian headlines to identify the impact on their
performance. Our top model, XLM-RoBERTa-
Large (F1= 0.771), outperformed the previous
state-of-the-art (Barić et al., 2023). Our find-
ings indicated that TAPT yielded improvements
on massively multilingual models, but not under-
resourced language-specific models.

We found that the highest-performing model
still suffered from linguistic issues such as irony-
detection, understanding aspects, and implicature.
There were issues associated with span errors and
potential over-fitting with semantic roles. These
would have to be addressed through further modi-
fications to the training data set and explored in fu-
ture work. Finally, we found that Croatian’s status
as an under-resourced language may have had a
large impact on how these models changed. Our
work may have demonstrated what happens when
a model continues pre-training on data it has al-
ready seen. Other quirks with our approach may
have also been influenced by low resources.

However, we were also able to contribute to re-
search relating to domain adaptation by Gururan-
gan et al. (2020) by exploring how TAPT works
in low-resource settings. Languages can be con-
sidered a ‘super-domain’, adding another layer to
coarse-to-fine adaptation paradigms. Future work
should consider exploring the impact of language
adaptive pre-training for multilingual models, es-
pecially when the alternative monolingual or near-
monolingual models have already seen nearly all
data available.

Lastly, we hope that our contributions can ex-
pand future work in under-resourced languages
and continue to highlight that they require par-
ticular types of approaches and thinking. If
tasks and domains require familiarity on the NLP
researcher’s part, then languages and super-
domains do as well. Although larger models are
indeed beneficial, they require careful application
and treatment in order to succeed.

8. Ethical considerations and
limitations

Echoing ethical concerns of Rupnik et al. (2023),
we would like to acknowledge that, although the
bulk of the data we work with comes from Croatian
news portals, we cannot be sure of all the perspec-
tives of the authors with regards to the language
that is being used. A small minority of articles in
the headlines data set, and possibly SToNe, come
from Bosnian and Serbian sources. On top of that,
it is possible that articles are simply copied over
from other languages with little to no modification.
However, we justify their inclusion by noting that
they constitute a very small amount of our data and
are represented in our models only as statistical re-
lationships based on headlines.

Aside from language identity of the source data,
we can only attest to our model’s performance
in Croatian-dominant data only. Although we
have observed the similarities between Croatian,
Bosnian, Montenegrin and Serbian, we cannot be
certain that the performance of our specific model
can be generalised beyond Croatian. Consider-
ing our observations that there is a correlation be-
tween ‘Croatia’ and positive sentiment in our data
set, we note that there may be biases that are
related to the cultural or regional domain of the
data rather than being of linguistic or lexical sig-
nificance.

The intention of this model is specifically to track
trends and biases in Croatian news. We caution
users of such model, whether it is XLM-RoBERTa-
Large with TAPT or another one borne from another
approach to training, to take the results with a grain
of salt. Even if we were to find a model which
achieves a perfect average F1-score on our test
set, we cannot be certain that the model is free of
biases. While further testing, such as through be-
havioural testing as discussed above, may be per-
formed to identify where biases exist, this still does
not preclude the possibility of bias in the system.

Ultimately, headlines are simply headlines.
Much like the adage of how a book should not
be judged by its cover, a news article cannot be
judged solely by its headline. Headlines may serve
as indications of news trends (Bourgonje et al.,
2017), but they alone may not capture the full pic-
ture of how an entity is being depicted. In fact,
headlines may even be intentionally construed to
mislead, confuse or shock a reader into reading an
article. This is to say nothing of future, as-of yet
unrepresented in training trends in headline title
styling. Simply put, headlines are not the end all,
be all of news analysis but rather only one small,
albeit crucial part of a larger system of news me-
dia, which includes articles, authors, publications
and portals. We urge those who use this tool to be
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aware that AI language models are another form of
statistical analysis that represents a simplification
of data, in this case, a rather restricted subset of
a domain that is notably fraught with partisanship
and misdirection.

Although most BERT models use a masked lan-
guage modelling (MLM) training objective which
masks a certain proportion of sub-word tokens,
not every model uses this approach. In our re-
search, both our language-specific models used
a non-MLM approach; cseBERT used the similar
but still more challenging whole word masking ap-
proach, whereas BERTić used the ELECTRA ob-
jective of replaced token detection. This limits the
generalizability of our findings. In absence of a
language-specific MLM model, we are unable to
determine the extent to which training objective it-
self is responsible for both cseBERT and BERTić’s
declines in performance after TAPT. It is difficult to
evaluate the suitability of these tasks for the cor-
pus we had worked with. Although the closeness
in training corpus is the most likely culprit, we can-
not ignore the fact that the use of considerably dif-
ferent models, pre-trained on considerably differ-
ent corpora with considerably different objectives
may result interfere with how certain we can be
about our conclusions with the drawbacks of TAPT.
We can only with certainty attest the inverse, that
TAPT benefits multilingual MLM models whose pre-
training corpus contains the least amount of task-
related data.

Time and resource constraints restricted our ap-
proach. Model performance was limited by train-
ing on a limited number of epochs, although this
was the same for all models. A more fair com-
parison could consist of allowing hyper-parameter
tuning of each model according to their respec-
tive training objective, as it was clear that some
models needed more epochs than others. We pre-
dict, however, that fairness aside, the sheer size
of XLM-RoBERTa-Large will continue to dominate
and that language adaptation is responsible for all
gains witnessed.

We encountered a few possible limitations in
terms of replicability. The first limitation is the avail-
ability of both data sets used in our research. Due
to licensing issues, the data sets are not available
for public use. Access to the headlines is only pos-
sible through pre-approval. Thus, the work here
can only be reproduced or expanded given access
to this data set.

A second limitation is imposed by the nature
of randomness with respect to neural networks.
We have attempted to minimise the risk by using
seeds whenever possible and noting them in our
scripts. However, this still cannot account for all
possible differences in performance between sys-
tems or GPUs. Even with different runs of the

same model with the same seed, we occasionally
encountered different results. This was the case in-
cluding the final evaluation of our best-performing,
which changed, albeit minimally, in performance
despite using the same seed. We have attempted
to mitigate this randomness by averaging the per-
formance across five seeds in our fine-tuning and
evaluation stage. Although there still exists the
possibility of spurious spikes in performance, we
expect that our observations should still hold.
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