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Abstract
Large language models (LLMs) trained on massive corpora demonstrate impressive capabilities in a wide
range of tasks. While there are ongoing efforts to adapt these models to languages beyond English, the
attention given to their evaluation methodologies remains limited. Current multilingual benchmarks often rely
on back translations or re-implementations of English tests, limiting their capacity to capture unique cultural
and linguistic nuances. To bridge this gap for the Korean language, we introduce the HAE-RAE Bench, a
dataset curated to challenge models lacking Korean cultural and contextual depth. The dataset encompasses
six downstream tasks across four domains: vocabulary, history, general knowledge, and reading comprehension.
Unlike traditional evaluation suites focused on token and sequence classification or mathematical and logical
reasoning, the HAE-RAE Bench emphasizes a model's aptitude for recalling Korean-specific knowledge and
cultural contexts. Comparative analysis with prior Korean benchmarks indicates that the HAE-RAE Bench presents
a greater challenge to non-Korean models by disturbing abilities and knowledge learned from English being transferred.

Keywords: Multilingual Evaluation, Cultural Bias
1. Introduction

Over time, LLMs and benchmark datasets have
evolved in tandem, continually becoming more so-
phisticated and challenging, recognizing their recip-
rocal relationship. Despite the pivotal role played by
benchmark datasets in advancing the capabilities
of LLMs, multilingual evaluation tools remain primar-
ily limited. Existing evaluation efforts often rely on
translated versions of English datasets (Shi et al.,
2022) or translation-specific benchmarks such as
WMT 21 (Akhbardeh et al., 2021). While providing
some insights into the models’ performance across
languages, this approach fails to fully capture the in-
tricacies, nuances, and knowledge specific to each
linguistic context.

Some of the existing efforts to evaluate lan-
guage models in Korean include Korean-NLI &
STS (Ham et al., 2020), KLUE (Park et al., 2021),
and KoBEST (Kim et al., 2022). Korean-NLI & STS
is derived from machine and human translations
of English datasets for natural language inference
(NLI) and semantic textual similarity (STS). Accord-
ingly, they hardly capture the unique nuances of
the Korean language. KLUE is a Korean version of
the GLUE benchmark (Wang et al., 2018), which
supports a variety of tasks, including NLI, STS, and
topic classification. Unfortunately, its adoption was
limited due to its relatively simple tasks. The lat-
est benchmark, KoBEST, is designed to assess a
language model’s ability to address questions that
require advanced reasoning, like understanding
passages of time or causality. However, with the
advent of Large Language Models (LLMs) such as
GPT-4 (OpenAl, 2023) and conversational agents

### AE: CI32 20| Cht 0|oF7 | L|7k?

(### Question: What is the following text about?)

### Z1: 0| FHoI= Zoo| AAS 30P} QA E2|T
AAE AEICH

(### Input: During this holiday, people visit their ancestors' graves
to pay their respects and look after the graves.)

#i# MENX|: @## Options)

(a) &4 (chuseok) (b) H|AF (esa) (c) HE (Seongmyo)

(d) B! (100th Day Celebration) (€) Bl (Funeral)

Figure 1: Example instance from the HAE-RAE Bench.
English translations are added for broader accessibility.

built upon them, there is an increasing need to eval-
uate the cultural knowledge of language models to
ensure they converse with native speakers without
sounding incoherent. To address this issue, we
introduce the HAE-RAE Bench, a Korean bench-
mark dataset originally crafted to capture culture-
specific nuances inherent to the Korean language.
We evaluate ten language models including,
Polyglot-Ko (Ko et al., 2023), UMT5 (Chung et al.,
2023), Llama-2 (Touvron et al., 2023), GPT-3.5-
Turbo and GPT-4 (OpenAl, 2023). Evaluation re-
sults reveal that multilingual LLMs suffer in solv-
ing the HAE-RAE Bench compared to Polyglot-Ko,
a native language model trained on Korean from
scratch. Furthermore, we our results hint that In-
Context Learning (ICL) may be insufficient in steer-
ing a LLM to align with a specific culture. HAE-RAE
Bench is publicly available for future research.’

"https://huggingface.co/datasets/
HAERAE-HUB/HAE_RAE_BENCH
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2. Related Work

2.1,

Since the introduction of the Transformer architec-
ture (Vaswani et al., 2017) and early derivatives
like BERT (Devlin et al., 2018) and GPT (Radford
et al.), research in English language models has
expanded rapidly. With their instruction-following
capabilities, InstructGPT (Ouyang et al., 2022) and
Flan-T5 (Chung et al., 2022) further invigorated this
interest. While most of these models primarily focus
on English, there are notable exceptions for Chi-
nese, with Qwen (QwenLM, 2023), Baichuan (Yang
et al., 2023), and GLM (Zeng et al., 2022). Efforts
aimed at narrowing the disparity in progress be-
tween English and other languages include:

1. Building language-specific models from
scratch, such as Polyglot-Ko(Korean) (Ko
et al., 2023), HyperCLOVA(Korean) (Kim et al.,
2021), Japanese StableLM(Japanese) (Stabil-
ityAl, 2023), and ruGPT(Russian) (ai forever,
2023);

Language Model

2. Developing  multilingual models like
BLOOM (Scao et al., 2022), MT5 (Xue
et al., 2020), and UMT5 (Chung et al., 2023);

3. Adapting English models for other languages,
as seen with Sabia (Pires et al., 2023) and
Chinese-LLaMA (Cui et al., 2023).

Following the advancement of multilingual lan-
guage models, a critical research question arises:
"How should the language-specific capabilities of
these models be evaluated?" This underscores the
necessity for benchmarks specifically curated to
assess the multilingual ability of LLMs.

2.2. Multilingual Evaluation

Multitask benchmarks like GLUE (Wang et al.,
2018) and SuperGLUE (Wang et al.,, 2019)
were introduced along with the English lan-
guage models. Once these were saturated,
they were followed by even bigger benchmarks
such as MMLU (Hendrycks et al., 2020) and Big
BENCH (Srivastava et al., 2022). Non-English eval-
uation research has mirrored this trend, predomi-
nantly through translation or re-implementation of
existing English benchmarks. Examples include
JGLUE (Kurihara et al., 2022), KLUE (Park et al.,
2021), and CMMLU (Li et al., 2023), which are
Japanese and Korean adaptations of GLUE and
Chinese re-implementation of MMLU, respectively.

However, these benchmarks fall short of captur-
ing the native knowledge encoded in the parame-
ter of LLMs. This highlights the need for evalua-
tion suites curated to assess the cultural context
of a model. Recent research in this direction is

BHASA (Leong et al., 2023), which aims at gauging
the cultural depth of language models in Southeast
Asian languages. Nonetheless, limitations are ap-
parent: only 34 questions for Indonesian and 28
for Tamil in the entire dataset specifically address
cultural representation tasks. In this paper, we in-
troduce the HAE-RAE Bench, an evaluation set of
1.5K questions curated to assess Korean-specific
knowledge in language models.

2.3. Korean Evaluation

Korean language model evaluation is also a field
of interest, with resources emerging after English
and Chinese. Examples include Korean-NLI &
STS (Ham et al., 2020), KorFin-ASC (Son et al.,
2023), KLUE (Park et al., 2021), and KoBEST (Kim
et al., 2022). Korean-NLI & STS are based on
translations of English datasets for natural lan-
guage inference (NLI) and semantic textual sim-
ilarity (STS), potentially missing Korean nuances.
KorFin-ASC is derived from Korean news but con-
centrates on sentiment classification, specifically
in the financial domain. KLUE mirrors the GLUE
benchmark with Korean, covering tasks like Topic
Classification, Semantic Textual Similarity, Natu-
ral Language Inference, and more. However, ei-
ther translated or task-oriented, these benchmarks
fail to fully assess language-specific models. Re-
cent research include KoBEST (Kim et al., 2022),
which features Korean re-implementations of Hel-
laSwag (Zellers et al., 2019), COPA (Gordon et al.,
2012), BOOLQ (Clark et al., 2019), SentiNeg (Sa-
vanur and Sumathi, 2023), and WiC (Pilehvar and
Camacho-Collados, 2018). However, LLMs trained
in massive amounts of English corpora may ex-
cel in these evaluation suites by leveraging their
general problem-solving capabilities derived from
the scale. The HAE-RAE Bench distinguishes it-
self from the above-mentioned Korean benchmarks
by evaluating the depth of knowledge encoded in
language models instead of their natural language
understanding or reasoning abilities.

3. HAE-RAE Bench

The design principle behind the HAE-RAE Bench
significantly differs from earlier Korean benchmark
suites like KLUE (Park et al., 2021) or KoOBEST (Kim
et al.,, 2022). While previous benchmarks fo-
cused on evaluating natural language understand-
ing or reasoning abilities, HAE-RAE emphasizes
the depth of knowledge itself. This change is driven
by the emergence of LLMs and conversational
agents or search engines built on them. We posit
that knowledge of Korean vocabulary, culture, ge-
ography, and history might be as crucial, if not
more so, than traditional NLU tasks such as token
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Total # of

Avg. # of Words (std) Fertility Rate (std)

Category Type  Question Unique Morpheme  per question per passage Polyglot-Ko  Llama-2
Loan Words {Q} 169 960 5.1 (0.3) 3.9 (0.3) 6.7 (0.6)
Rare Words {Q} 405 2721 13.0 (3.4) - 3.1(0.3) 6.1 (0.4)
Standard Nomenclature {Q} 153 1018 8.3 (0.5) 3.2(0.4) 6.4 (0.6)
Reading Comprehension  {Q, P} 447 5825 7.1(1.8) 69.6 (44.6) 2.5(0.4) 6.0 (0.5)
General Knowledge {Q, P} 176 2099 7.0 (3.0) 9.1 (13.6) 3.4 (0.6) 6.4 (0.9)
History {Q} 188 1595 12.8 (3.5) 3.3(0.4) 6.3 (0.6)

Table 1: HAE-RAE Bench Statistics.

or sequence classification in conversational situa-
tions. Accordingly, the resulting benchmark encom-
passes six downstream tasks: Loan Words(LW),
Standard Nomenclature(SN), Rare Words(RW),
General Knowledge(GK), History(HI) and Reading
Comprehension(RC).

Statistics for the HAE-RAE Bench dataset are
provided in Table 1. “Type" indicates the structure
of the question. “Q" denotes that the instance com-
prises a question with multiple choices, while “Q,
P" indicates the inclusion of an associated passage.
We also present the fertility rate of the dataset, to-
kenized using different models: Polyglot-Ko (Ko
etal., 2023), UMT5 (Chung et al., 2023), and Llama-
2 (Touvron et al., 2023). The fertility rate (Acs,
2019) calculates the average number of sub-tokens
generated per word. A fertility rate of 1 implies
that the tokenizer’s vocabulary encompasses ev-
ery word in the text. A higher fertility rate may
suggest potential challenges for the tokenizer in
grasping context. In our observation, the fertility
rate increases for models with less emphasis on
Koreans. To assess the relative complexity of the
vocabularies in the HAE-RAE Bench, we compared
its fertility rate with that of KoBEST, as shown in
Table 2. Using the polyglot-ko tokenizer, the fertility
rates for HAE-RAE Bench and KoBEST are 3.0 and
2.7, respectively. This suggests that the HAE-RAE
Bench comprises less common words. Examples
for each subset of the datasets are presented in
section 10.3.

Dataset Polyglot-Ko UMT5 Llama-2
HAE-RAE Bench 3.00 (0.38) 3.56 (0.37) 6.33(0.59)
KoBEST 2.70 (0.34) 3.39 (0.45) 6.44(0.75)

Table 2: Fertility rate (std) of HAE-RAE Bench and
KoBEST.

3.1. Loan Words

Task Description Loan words refer to vocabu-
laries directly adopted from foreign languages. In
South Korea, the National Institute of Korean Lan-

guage (NIKL) ? formulates corresponding Korean
terms for such words. In this task, language models
are given a foreign word along with five choices and
are tasked to identify the correct Korean equivalent.

Creation The pairs of foreign words and their
Korean equivalents are sourced from NIKL. Some
Korean terms are infrequently used, either because
the foreign word has been entrenched in society
for a long time or because it’s a recent addition and
not yet widely recognized. To ensure we focus on
reasonably common terms, we filter the list to only
include words present in both “Naver Knowledge
Encyclopedia" 2 and “Daum Encyclopedia" 4, the
two most widely used online encyclopedias in Ko-
rea. From the refined list, we randomly sampled
200 vocabularies. Incorrect options were selected
from the remaining terms based on their Leven-
shtein distance (Levenshtein et al., 1966) to the
correct answer. While Levenshtein distance may
initially seem to prioritize syntax over semantics, it
effectively captures both in Korean. “Han" (Chinese
logograms) constitute about 55% of the Korean vo-
cabulary. Accordingly, words with the same Korean
letter have related meanings. Moreover, the struc-
ture of the Korean language involves compound-
ing, where multiple “roots" (fundamental word units)
merge to form new words. Consequently, words
sharing similar meanings often include the same
“root", making the syntactic and semantic distances
in Korean words largely aligned. Finally, we applied
a Levenshtein distance threshold of 3, omitting sam-
ples with fewer than four incorrect options meeting
this criterion.

3.2. Standard Nomenclature

Task Description Standard Nomenclatures, pub-
lished by NIKL, are unified terminology for domain-
specific words. In this task, language models are
presented with a specialized term along with five

®hnttps://www.korean.go.kr/front/main.
do

Shttps://terms.naver.com

4https ://100.daum.net
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options, with the objective of identifying the official
term endorsed by NIKL.

Creation Pairs of domain-specific words and their
official terms are collected from NIKL. We follow
the approach in 3.1 to create questions.

3.3. Rare Words

Task Description The Rare Words task aims to
probe language models’ understanding of challeng-
ing vocabulary. Given a definition and five words,
models are tasked with selecting the word that best
suits the provided definition.

Creation We sourced pairs of definitions and
challenging words from past episodes of the TV
program “Woorimal Battle,” ® known for its chal-
lenging Korean vocabulary quizzes. We follow the
approach in 3.1 to create questions.

3.4. General Knowledge

Task Description General Knowledge evaluates
the model’s familiarity with various aspects of the
Korean cultural, using five-option multiple-choice
questions.

Category # of instances  Average Length
Tradition 17 35.2

Law 10 32.2
Geography 49 46
Korean Pop 50 42.3
Korean Drama 50 36.7

Table 3: The number of data instances for each cate-
gory.

Creation We first identify five primary categories
for general knowledge: tradition, law, geography,
Korean pop, and Korean drama. We then crowd-
sourced questions to fit these subcategories. Then,
we remove overlapping, factually incorrect, and
questions that fail to align with the defined category.
We also conduct additional investigations to ensure
that no superficial artifacts are not inadvertently
introduced. Basic statistics for each subcategory
are illustrated in Table 3.

Investigation Following Kaushik and Lipton
(2018), we examined the performance of Polyglot-
Ko-12.8B using question-only (Q-only) and context-
only (C-only) settings. Polyglot-Ko-12.8B achieved

5https ://program.kbs.co.kr/1tv/
culture/woorimal/pc/index.html

scores of 25.57% and 23.86% for Q-only and C-
only, respectively, while the complete setting out-
performed both with a score of 32.95%. Although
the Q-only and C-only settings are within 10% accu-
racy of the complete setting, it is worth noting that
the model’s lower bound is set at 20%. Therefore,
we conclude that the dataset was crafted correctly
to require both question and context to answer.

Metric Full Q-Only C-Only A (min)
Acc 3295 2557 23.86 -7.38
Macro F1  32.01 24.35 23.64 -7.56

Table 4: Performance of Polyglot-Ko-12.8B on General
Knowledge with truncated inputs.

3.5. History

Task Description The history task assesses the
model’s understanding of historical events. Pre-
sented with a question and five options, the model
must identify the correct answer.

Creation We first sourced web pages tagged “Ko-
rean history" from Namuwiki, Korea’s equivalent to
Wikipedia, and randomly selected 40 pages. From
each page, authors manually crafted five questions.
We refer Malaviya et al. (2022) and filtered out 12
questions with overlapping tokens between ques-
tions and answers. Moreover, to investigate poten-
tial biases introduced while creating the wrong op-
tions, we analyzed two simple linguistic indicators:
the probability of the longest option being correct
was 21.53%, and for the shortest option, it was
17.01%. Through this process, we remove overly
simplistic questions and investigate for potential
biases.

3.6. Reading Comprehension

Task Description Reading comprehension tasks
involve providing paired questions and passages
along with four options. The materials for our Read-
ing Comprehension (RC) tests were sourced from
the Korean Language Ability Test (KLAT), an exam
designed to evaluate proficiency in Korean as a
second language.

Creation The tests were gathered from sam-
ple materials publicly released by the Korea Ed-
ucational Testing Service (KETS). We omitted
questions that required interpreting images. The
sourced KLAT is divided into four proficiency tiers:
three that correspond to the Common European
Framework of Reference (CEFR) levels—A (begin-
ner), B (intermediate), and C (advanced)—plus an
introductory level below A for absolute beginners.
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3.7. Quality Check

To further filter the collected questions, we reviewed
the entire dataset and conducted factual verifica-
tion using online resources. In this process, we
manually corrected 23 questions with labeling or
crawling errors.

4. Evaluation Settings

4.1. Language Models

We evaluated ten models across varying sizes
from four model families. From openly available
models we selected (1) Korean-focused models:
Polyglot-ko-1.3B/3.8B/5.8B/12.8B (Ko et al., 2023),
(2) Multilingual models: UMT5-XL/XXL (Chung
etal., 2023), and (3) English-centric models: Llama-
2-7B/13B (Touvron et al., 2023). For analysis,
we excluded models that do not disclose statis-
tics on the number of pretrained Korean tokens.
This leaves out Falcon (Penedo et al., 2023) and
BLOOM (Scao et al., 2022) from our experiments.
Additionally, we included GPT-3.5-Turbo and GPT-
4 in our evaluation to gauge the efficacy of the
HAE-RAE Bench in assessing state-of-the-art pro-
prietary LLMs.

Polyglot-Ko Ko et al. (2023) is available in four
sizes: 1.3B, 3.8B, 5.8B, and 12.8B, all built using
the GPT-NeoX codebase. It was pretrained on a
Korean-only corpus, with sizes ranging between
167B to 212B tokens. Despite its smaller pretrain-
ing budget compared to similar-sized English mod-
els, Polyglot-Ko achieved state-of-the-art results
on KoBEST, a benchmark comprising five Korean
language understanding and reasoning tasks (Kim
et al.,, 2022).

UMT5 Chung et al. (2023) was originally trained in
five sizes: small (77M), base (250M), large (800M),
xlarge (3B), and xxlarge (13B), closely following
the mT5 architecture(Xue et al., 2020). However,
the large variant was not released publicly due to
pretraining instability. The models are trained on
a corpus of 1T tokens, which includes 14.8 billion
Korean tokens. UMT5 surpasses mT5 in bench-
marks such as XNLI (Conneau et al., 2018) and
TyDi QA (Clark et al., 2020). As the small and base
models do not have counterparts in the Polyglot-
Ko suite, our experiments focus on the xlarge and
xxlarge models.

Llama-2 Touvron et al. (2023) is available in three
sizes: 7B, 13B, and 70B. It is trained on a corpus
of 2T tokens, predominantly in English (89.7%),
with Korean comprising a mere 0.06% or about

0.6B tokens. We utilize the version without fine-
tuning. The Llama-2-70B model is excluded from
our study due to the absence of a corresponding
Korean model.

We employ the “log-likelihood" method imple-
mented via LM-Eval-Harness (Gao et al., 2021)
to evaluate the models. We compute the log-
likelihood with each option concatenated to the
question and select the one with the highest like-
lihood as the answer. All evaluations are imple-
mented using bfloat16 precision in 0-shot, 5-shot,
and 10-shot settings. We use accuracy as our pri-
mary metric.

HAE-RAE Bench aims to curate a dataset that
challenges models lacking depth in Korean culture
and knowledge, thereby guiding researchers in cre-
ating better Korean language models. To compare
the ability of this benchmark to differentiate less
native language models against prior benchmarks,
we use KoBEST (Kim et al., 2022) as our baseline.
We selected KoBEST as it offers a broad range
of language understanding and reasoning tasks.
KoBEST comprises five tasks: BoolQ, COPA, Hel-
laSwag, WiC, and SentiNeg. However, given the
findings of (Ko et al., 2023), that both monolingual
and multilingual language models exhibit inconsis-
tent performance on WiC, we omit this task from
our assessment. While other available datasets
may be adopted as baselines, they come with limi-
tations. For instance, Korean-NLI&STS (Ham et al.,
2020), being translated from English, is inherently
more accessible for English models. KLUE (Park
et al., 2021), despite being handcrafted, primarily
focuses on basic NLU tasks like topic classification
and NER. This makes it incapable of evaluating
complex reasoning capabilities. Additionally, its
test set is not publicly available.

5. Evaluation Results

Is HAE-RAE bench harder for foreigh models?
In Tables 5 and 6, we observe that the performance
of LLMs scales with model size and the number
of exemplars within the same suite. Nevertheless,
despite their extensive training budgets, UMT5 and
Llama-2 consistently fall short of their Polyglot-Ko
counterparts. Furthermore, they rarely surpass the
results of Polyglot-Ko-1.3B (0-shot). These results
reaffirm the importance of language-specific cor-
pora in learning cultural context and knowledge.
It also highlights the effectiveness of HAE-RAE
Bench, in assessing the language model’s profi-
ciency in Korean.

Our results illustrated in Tables 7, 8, and 9
suggest that the HAE-RAE Bench is particularly
challenging for non-Korean models compared
to the KoBEST benchmark. The performance
gap between Polyglot-Ko and its counterparts is

7997



Loan Words Standard Nomenclature Rare Words
Model Params n=0 n=5 n=10 n=0 n=5 n=10 n=0 n=5 n=10
1.3B 76.92 88.76 91.72 60.13 69.93 71.24 47.41 61.48 61.23
Polvalot-Ko 3.8B 78.70 88.76 91.72 63.40 79.74 77.78 47.16 70.62 72.10
Y9 5.8B 82.84 9349 94.08 66.67 82.35 83.66 56.79 73.09 7457
12.8B 87.57 94.67 94.67 61.44 84.97 86.93 53.09 75.31 76.05
UMTS 3B 58.58 61.54 59.76 4183 37.25 33.33 2568 2543 2444
13B 58.58 59.76 60.36 41.83 43.79 4444 33.09 30.37 28.64
LLaMA-2 7B 66.86 73.96 75.15 39.22 49.02 50.98 29.38 39.26 39.01
13B 66.86 77.51 78.11 49.02 57.52 64.05 32.35 4247 43.95

Table 5: Evaluation results of the performance on Loan Words, Standard Nomenclature, and Rare Word tasks.

History General Knowledge  Reading Comprehension
Model Params  n=0 n=5 n=10 n=0 n=5 n=10 n=0 n=5 n=10
1.3B 60.11 7819 77.13 26.70 30.68 28.98 3445 37.81 37.14
Polvalot-Ko 3.8B 69.15 86.17 85.11 2841 33.52 33.52 4049 42.06 40.04
¥o 5.8B 79.79 85.11 8191 29.55 27.84 2841 40.72 4273 41.39
12.8B 80.32 88.30 90.43 3295 33.52 34.66 41.61 4541 46.76
UMT5 3B 1436 12.77 1436 22.73 19.32 19.32 2528 24.83 25.28
13B 21.59 18.09 19.15 21.81 25.00 19.32 29.75 25.28 27.74
LLaMA-2 7B 28.72 35.64 3564 21.02 2443 2500 29.98 32.89 31.32
13B 35.11 38.83 4096 2841 31.82 28.98 31.99 36.47 34.00

Table 6: Evaluation results of the performance on History, General Knowledge, and Reading Comprehension tasks.

Polyglot-Ko A
Dataset Params  Average UMTS Llama-2
1.3B 51.0 -16.5 -15.1
HAE-RAE 3.8B 54.6 -20.1 -18.7
Bench 5.8B 59.4 -25.0 -23.5
12.8B 59.5 -25.1 -23.6
1.3B 56.3 -6.3 -6.1
3.8B 55.7 -5.7 -5.5
KoBEST 5.8B 56.0 6.0 5.8
12.8B 65.2 -15.2 -15.0

Table 7: Average Performance of Polyglot-Ko vs. UMT5-
XXL and Llama-2-13B on HAE-RAE and KoBEST (0-
shot).

Polyglot-Ko A
Dataset Params Average UMT5 Llama-2
1.3B 61.1 -27.4 -13.7
HAE-RAE 3.8B 66.8 -33.1 -19.4
Bench 5.8B 67.4 -33.7 -20.0
12.8B 70.4 -36.6 -22.9
1.3B 56.4 -8.4 7.8
3.8B 64.7 -16.6 -0.5
KoBEST 5.88 680  -199  -38
12.8B 71.4 -23.3 -7.2

Table 8: Average Performance of Polyglot-Ko vs.
UMT5-XXL and Llama-2-13B on HAE-RAE and
KoBEST (5-shot).

Polyglot-Ko A
Dataset Params Average UMTS5 Llama-2
1.3B 61.2 -28.0 -12.9
HAE-RAE 3.8B 66.7 -33.4 -18.4
Bench 5.8B 67.3 -34.1 -19.0
12.8B 71.6 -38.3 -23.2
1.3B 55.0 -8.7 12.1
3.8B 63.3 -16.9 3.9
KoBEST 5.8B 680  -21.6  -0.8
12.8B 71.8 -25.4 -4.6

Table 9: Average Performance of Polyglot-Ko vs. UMT5-
XXL and Llama-2-13B on HAE-RAE and KoBEST (10-
shot).

more pronounced on the HAE-RAE Bench than
KoBEST across all exemplar counts. Notably, for
Llama-2-13B, the margin narrows considerably on
KoBEST with an increase in exemplars. This dis-
crepancy highlights that the proposed benchmark
is especially challenging for models not tailored
in Korean and difficult to mitigate by in-context
learning. The entire result for KOBEST is illustrated
in section 10.1.

Does language frequency in the training
corpora matter? Despite UMT5 being trained on
a larger volume of Korean tokens, it underperforms
Llama-2 on the HAE-RAE Bench. Moreover,
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the advantage of in-context learning is relatively
minimal for UMT5. Our findings support previous
claims that language-specific reasoning capabil-
ities of language models are not solely tied to
the number of dedicated tokens in the pretraining
corpus (Shi et al., 2022). These results indicate
that language models under the size of 20B
parameters also transfer their in-context learning
abilities to low-resource languages.

How important is the model size for the
HAE-RAE Bench? In Table 10, we employ re-
gression and Analysis of Variance(ANOVA) to ex-
amine the correlation between the parameter count
of Polyglot-Ko models and their performance. To
narrow the focus solely on the impact of model size,
the analysis is limited to the Polyglot-Ko family, thus
setting aside variables like corpus quality or model
architecture. For the KoBEST benchmark, the re-
sults demonstrate a marked relationship between
performance and model size, as indicated by the
high R? value of 0.71 and the significant F-statistic
and p-value. In contrast, for the HAE-RAE Bench,
the model size explains only about a quarter of the
performance variability. Additionally, the absence
of statistical significance in both the regression and
ANOVA for the HAE-RAE Bench implies that its
evaluation is influenced by a broader spectrum of
factors, pointing to challenges beyond just model
size.

Regression ANOVA
Benchmark Bo B1 R? F-statistic
HAE-RAE Bench  58.79 0.73 0.26 1.42
KoBEST 56.49 1.17 0.71* 8.23*

Table 10: Results from regression and ANOVA for the
HAE-RAE and KoBEST benchmarks. An asterisk (*) de-
notes outcomes with a p-value less than 0.01, indicating
statistical significance.

Can GPT-3.5/4 ace HAE-RAE Bench? In Ta-
ble 11, the performance of GPT-3.5 and GPT-4 on
the HAE-RAE Bench and KoBEST is presented.
Unlike openly available models for which we lever-
aged a log probability method to gauge accuracy,
these models do not provide log probabilities for
individual tokens. Accordingly, we prompted the
models to generate the number of the options they
deemed correct. Direct comparison between these
evaluation methods is not feasible. However, the
method used for proprietary models is more chal-
lenging than the log-likelihood method applied to
open models. The former entails generating an-
swers from the entire vocabulary, whereas the latter
restricts choices to five options. Notably, GPT-3.5

and GPT-4 achieved scores of 51.2% and 67.8%
on the HAE-RAE Bench, respectively, indicating po-
tential for further improvements. Conversely, their
performances on KoBEST were 68.0% and 81.1%,
suggesting narrower margins for improvement. In
summary, state-of-the-art language models such
as GPT-3.5 and GPT-4 have yet to master either the
HAE-RAE Bench or KoBEST, though more room is
left for the HAE-RAE Bench. The entire evaluation
results for GPT-3.5 and GPT-4 models is available
at section 10.2.

Can knowledge be transferred from English?
Past research indicates that LLMs can internally
transfer knowledge acquired in English to low-
resource languages (Huang et al., 2023; Zhou
et al., 2023). We employ Cross-lingual thought
prompting (XLT) with GPT-3.5-Turbo and GPT-4
to investigate whether LLMs leverage abilities de-
rived from English corpora to solve HAE-RA Bench.
XLT (Shi et al., 2022) is a technique that aids the
transfer of abilities learned in English to other lan-
guages. As illustrated in Table 11, English prompt-
ing enhances the performance of LLMs on both
the HAE-RAE Bench and KoBEST. However, the
gains for the HAE-RAE Bench are modest: 4.2 for
GPT-3.5-Turbo and 0.4 for GPT-4. In contrast, the
improvements on KoBEST are more substantial,
with margins of 9.9 and 11.1, respectively. Given
KoBEST’s focus on language understanding and
reasoning, we suspect that such skills are more
seamlessly transferable across languages within
models. On the other hand, the HAE-RAE Bench
probes the nuances of cultural context and knowl-
edge, which are challenging to learn from English
tokens, thereby undermining the benefits of exten-
sive training across various languages.

6. Error Analysis

Error analysis is essential to understand the com-
mon errors or likely biases of language model mis-
takes and identify areas of future research. Accord-
ingly, we compare the results of Polyglot-Ko-12.8B
(0-shot) and GPT-4 (Korean Prompting) for possible
errors.

We first examine the answer distribution to see
if either model has a bias toward selecting certain
numbers. This is shown in Figure 2. We find that
both models are less likely to guess “ 5" compared
to other numbers. This pattern can be traced back
to the dataset composition: while most questions
offer five multiple-choice options, the reading com-
prehension subset provides only four. Beyond this,
neither model displays any notable trends.

In the Rare Words, Loan Words, and Standard
Nomenclature subsets of the HAE-RAE Bench,
incorrect options were generated using a sorting
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GPT-3.5-Turbo GPT-4
Dataset Ko En A Ko En A
HAE-RAEBench 512 554 42 678 682 04
KoBEST 68.0 793 114 811 91.0 9.9

Table 11: Evaluation result of GPT-3.5-Turbo and GPT-4 on HAE-RAE Bench and KoBEST with zero shot setting.
We use the snapshot from June 13th 2023 for both models. Ko and En denote the language of the prompt used.

GPT-4 Polyglot-Ko-12.8B
Dataset Correct Incorrect Correct Incorrect
Rare Words 1.58 (0.81) 1.58(0.80) 1.58 (0.81) 1.58 (0.80)
Loan Words 1.58 (0.80) 1.56(0.80) 1.58 (0.80) 1.57 (0.80)
Standard Nomenclature 1.58 (0.80) 1.55(0.80) 1.57(0.81) 1.56 (0.80)

Table 12: Average Levenshtein distance

0.267 =@~ Gold Labels

. PolyglotKo-12.88
=R

0.228 0226

0219
0210

0185
0178

0130y 0.130

3
Labels

Figure 2: Density distribution of answer choices by
Polyglot-Ko-12.8B, GPT-4, and Gold Labels.

method based on Levenshtein distance. To investi-
gate the impact of Levenshtein distance on model
performance, we compare the average distances
for options based on whether the model answered
the question correctly. As shown in Table 12, no
discernible difference in Levenshtein distance is
observed for either model between correct and in-
correct answers. We suspect the set Levenshtein
distance threshold of 3 may not lead to meaningful
variations in question difficulty. We review all incor-
rect questions for Polyglot-Ko-12.8B and GPT-4 to
delve deeper. However, given the questions’ sim-
ple structures, such as "What is the {official loan
word / correct standard nomenclaturej} for {word}?"
or "Which word is suitable for the definition {def}?",
we did not identify any syntactic characteristics that
might explain the incorrect questions.

For the General Knowledge subset, we assess
the performance of Polyglot-Ko-12.8B and GPT-4
across the subcategories, as shown in Figure 3.
GPT-4 consistently outperforms Polyglot-Ko-12.8B.
Polyglot-Ko-12.8B fares better in law and culture
but lags in geography, K-pop, and especially K-
drama. Given the need for up-to-date information
in these areas, the model’s weaker performance in

of options for correct and incorrect questions.

Geography
ub-Category

B

Figure 3: Accuracy of Polyglot-Ko-12.8B and GPT-4 on
sub-categories of General Knowledge. The striped areas
within each bar represent questions that both models
answered correctly.

B Polyglot-Ko-12.88

70.29%
=3 oPT4 [

6200% o333

60.66%

- 39.34% |
38.00% | 36.67% |

29.71% |

Accuracy (%)

Below A
Difficulty Levels

Figure 4: Accuracy of Polyglot-Ko-12.8B and GPT-4 on
different levels of Reading Comprehension.

K-pop and K-drama may stem from its knowledge
cutoff. GPT-4 excels across all categories, likely
benefiting from a diverse training set. Both models
have the lowest scores in the K-drama category,
suggesting either model limitations or ambiguous
questions.

The Reading Comprehension subset of HAE-
RAE Bench comprises four difficulty levels: In-
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troductory (for absolute beginners), A (beginner),
B (intermediate), and C (advanced), based on
the Common European Framework of Reference
(CEFR). In figure 4, we examine the performance of
each model across these levels. Our findings indi-
cate that GPT-4 consistently outperforms Polyglot-
Ko-12.8B across all difficulty tiers, with the perfor-
mance gap becoming more pronounced at higher
levels (B and C). The performance of Polyglot-Ko-
12.8B peaks at difficulty level A and declines, sug-
gesting a limitation in handling more challenging
questions.

7. License

HAE-RAE Bench is released under a CC BY-NC-
ND license. This license prohibits remixing, re-
distribution, and commercial use of the dataset.
This constraint is due to the reading comprehen-
sion subset, for which the copyright holder of KLAT
has restricted commercial alterations. However, we
do not anticipate this as a significant issue since
benchmark datasets are rarely used for commercial
purposes. Researchers can still freely download
and evaluate their models using this dataset.

8. Conclusion

This paper introduces the HAE-RAE Bench, a
dataset curated to evaluate the cultural knowledge
encoded in language models. Unlike previous Ko-
rean language model evaluation suites, the HAE-
RAE Bench is crafted to present a greater chal-
lenge to non-Korean models, disrupting their ability
to guess answers based on in-context learning or
scale-derived multilingualism. Our work is among
the first to propose a non-task-oriented dataset
aimed at assessing whether a language model’s
knowledge is adequate for roles like a domestic con-
versational agent or search engine. This research
suggests a pathway for advancing non-English NLP,
emphasizing the need for language models that
are as proficient in language-specific knowledge as
they are in language understanding and reasoning
tasks.
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10. Appendix

10.1. KoBEST Evaluation Results

The evaluation results for KOBEST are presented
in table 15. Polyglot-Ko achieves the top scores
in most settings, with exceptions in the 5-shot and
10-shot configurations for BoolQ.

10.2. GPT-3.5/4 Evaluation

In this section, we detail the prompts employed for
the XLT evaluation of GPT-3.5 and GPT-4 mod-
els. We also provide their performance metrics for
each downstream task in the HAE-RAE Bench and
KoBEST datasets. The specific instructions used
for XLT with both models are presented below. Ta-
ble 14 and Table 13 contain the evaluation results
for HAE-RAE Bench and KoBEST, respectively.

Read the given question, and choose the most suitable
answer. Answer your answer with the number of the
answer you think to be correct.

### question: {question}

### options:

(1) {option#1}

(2) {option#3}

(3) {option#3}

(4) {option#4}

(5) {option#5}

### answer:

Figure 5: Prompt used in our Direct Evaluation.

10.3. HAE-RAE Bench Examples

Starting from Figure 6, we present examples for
each task alongside their translated versions.

Model Lang BoolQ COPA HellaSwag SentiNeg
Ko 8234 57.88 40.00 91.69
GPT-85Tutbo g g5 40 79.20 5500  96.73
Ko 96.58 52.40 76.60 98.74
GPT-4 En 96.65 95.70 73.00 98.49

Table 13: Evaluation results for GPT-3.5 and GPT-4
on KoBEST

8004


http://arxiv.org/abs/2309.10305
http://arxiv.org/abs/2309.10305
http://juditacs.github.io/2019/02/19/bert-tokenization-stats.html

Model L Loan Standard Rare Hist General Reading
ode a9 \words Nomenclature Words istory Knowledge Comprehension
Ko 62.13 55.56 63.46  30.32 35.80 60.18
GPT-35-Turbo £ 7519 67.32 61.73  30.85 42.61 57.72
GPT-4 Ko 70.41 67.32 74.32 60.64 54.55 79.64
En 66.86 79.08 73.83 54.79 55.68 79.19
Table 14: Evaluation results for GPT-3.5 and GPT-4 on HAE-RAE Bench
BoolQ COPA HellaSwag SentiNeg
Model Params n=0 n=5 n=10 n=0 n=5 n=10 n=0 n=5 n=10 n=0 n=5 n=10
1.3B 499 512 502 721 720 71.8 41.0 40.6 420 69.8 62.0 56.2
Polyglot-Ko 3.8B 50.6 539 529 757 76.2 763 446 47.8 480 58.7 81.1 76.1
58B 53.7 586 557 779 76.9 775 49.0 48.6 50.2 504 879 884
12.8B 56.7 62.8 63.8 79.6 81.0 80.2 49.0 51.0 49.8 91.7 90.7 935
UMTS 3B 50.2 502 50.2 52.4 534 51.1 320 31.0 282 52.4 499 496
13B 50.2 50.3 50.3 57.9 58.2 57.3 36.2 320 31.6 56.9 51.9 46.4
Llama-2 7B 50.9 588 558 56.1 58.1 58.2 41.8 43.2 432 489 582 572
13B 50.6 742 774 59.1 64.1 63.1 416 448 426 50.6 73.8 85.9

Table 15: Evaluation results for KoBEST.

ZHE, {0 =5 0{2 YYE He?

s & (1) 70 (2) 200 (3) 20 (4) HIHL] (5) FHIHM

Figure 6: An example from the Loan Words subset.

What is the official loan word for the term "concept'?

## Input: (1) 7H'S [concept] (2) 7H==CH [sink] (3) '2 703 [flap book] (4) ‘9702 [seperate] (5) E7H4d [Cuting line]

Figure 7: A translated example from the Loan Words subset.

MEA ¢ste X9 oln|g 7iEl Holz dare e

s A (1) AHIRH(2) KR (3) 2HER] (4) AHBEEE (5) DRbE

Figure 8: An example from the Rare Words subset.

Which word is suitable for the meaning of a newly changing trend?

Input: (1) Strong wind (2) Wheel (3) Earlobe (4) Mew Wave (5) Insufficiency

Figure 9: A translated example from the Rare Words subset.

O|Z2Xlc| SHIE FE ®E 20z du2 Zi2?

## R (1) B7|CF (2) MENE (3) AL (4) 4B E (5) E7|ch

Figure 10: An example from the Standard Nomenclature subset.

What is the correct standard nomenclature for "0|2 2 X["(ecology)?

## Input: (1) 2 7|CH (To come into being) (2) 4B} (Ecology) (3) 4 MtAL (Pastry) (4) AEHE (status table)

Figure 11: A translated example from the Standard Nomenclature subset.
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ChEgg 2o g0l 22 718 128N,

## E N PCYO| S 23 STez EstE HES T 2o 201390 6 YR EH PCY Eed0| MW S Xzl

o{SEIES T Sl ¢i7| AtS st P2 ol ol Rich 22 PCHE 2 Ohx| T2AHR7IHE 47 st MU A2 510 9o,

MEC O s FHlstD ot Pcd 2 F O 2 B 42 o G447 E7|= B8 STtez 2HlEs AlzstD e ook

SHH AlHo|%: IEE o] PClt THE2 ZHA Mol 2IXlot, 9ot ZHo| CHAE PCEE 2 9712 7|52 i H M 25]8 E0| 51 ol A#olct.

(1) 2013 68 Hofle= PCUA EHE EE AAMT & + g%CH

(2) PCHollM el EHol S RIEH met YetEel petol 0lg v QI

(3) Hetstn ng A 7lHol Ze P e o2 MEH =2 &g 7|53

(4) S Mdof el PCY S diehE & Ueiels o eldo] 3EXe = dhvix QUcth

Figure 12: An example from the Reading Comprehension subset.

Please read the following and select the one that matches the content.

#HH Input: Internet cafes, also known as PC Bangs in Korea, are evolving into multi-cultural spaces. Since the full ban on smoking

in PC Bangs from June 2013, PC Bangs, once filled with smoke in dim light, have become a thing of the past. Recently, PC Bangs have
been decorated to remind one of upscale cafes,and a variety of food is also available. PC Bangs are trying to transform into a cultural
space enjoyed by people of all ages by incorporating another competitive factor. Although the sales of most PC Bangs have been on the
decline after the implementation of the smoking law, the ones who responded as above are turning the crisis into an opportunity, and their
sales are rather increasing.

(1) Before June 2013, not only smoking but also eating was not allowed in PC Bangs.

(2) With the ban on smoking, the number of general customers at PC Bangs has decreased.

(3) PC Bangs like comfortable and luxurious cafes have been recording high sales for a long time.

(4) With the implementation of the smoking law, the public's perception of PC Bangs is changing positively.

Figure 13: A translated example from the Reading Comprehension subset.

Ol&F 71&2 elai T2 x| v Ao X7} So{S2 Digiol CiFt F8c =z 22 727

HHEE

(1) Btzhel el d==7t soid ZHolch,

(2) Motk BHE0] AR Al7|7 w2t A ZHo|ct,

(3) 25 HoiRo B2 wEo| go{Z Zo|oh

(4) sier Mx|cHel &= 7Hs Aol ot ZHolct

(5) FHEM Hxg et X0 74A| Al7|7F =0{E Zo|Ch

Figure 14: An example from the General Knowledge subset.

Which is the correct guess about the future where the cultivation area of highland cabbages decreased due to abnormal climate conditions?

Input:

(1) The freezing days of the Han River will increase.

(2) The beginning of the autumn leaves of Seoraksan Mountain will be accelerated.
(3) The distribution area of subtropical forests in Ulleungdo will expand.

(4) The possibility of flooding in the coastal lowlands will decrease.

(5) The timing of the cherry blossom festival in Changwon will be delayed.

Figure 15: A translated example from the General Knowledge subset.

SAUZ ol oS0l 4 AlcHe| CHE Q! @2 108 F¥dS FTe AZE2 F7et?

s T (1) 01 (2) 23 (3) UL (4) 0[0] (5) 0l Al

Figure 16: An example from the History subset.
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Who was the son of Shin Saimdang and a representative Confucian scholar of the Joseon Dynasty who claimed the theory of 100,000 soldiers?

Input: (1) Lee Hwang (2) Yoon Kwon (3) Jeong Yak-yong (4) Yi Yi (5) Yi Sun-shin

Figure 17: A translated example from the History subset.
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