
LREC-COLING 2024, pages 759–772
20-25 May, 2024. © 2024 ELRA Language Resource Association: CC BY-NC 4.0

759

A Logical Pattern Memory Pre-trained Model for Entailment Tree
Generation

Li Yuan1,2, Yi Cai1,2, Haopeng Ren1,2, Jiexin Wang1,2,∗
1School of Software Engineering, South China University of Technology

2Key Laboratory of Big Data and Intelligent Robot
(South China University of Technology) Ministry of Education

seyuanli@mail.scut.edu.cn, ycai@scut.edu.cn, jiexinwang@scut.edu.cn
Abstract

Generating coherent and credible explanations remains a significant challenge in the field of AI. In recent years,
researchers have delved into the utilization of entailment trees to depict explanations, which exhibits a reasoning
process of how a hypothesis is deduced from the supporting facts. However, existing models often overlook the
importance of generating intermediate conclusions with logical consistency from the given facts, leading to inaccurate
conclusions and undermining the overall credibility of entailment trees. To address this limitation, we propose the
logical pattern memory pre-trained model (LMPM). LMPM incorporates an external memory structure to learn
and store the latent representations of logical patterns, which aids in generating logically consistent conclusions.
Furthermore, to mitigate the influence of logically irrelevant domain knowledge in the Wikipedia-based data, we
introduce an entity abstraction approach to construct the dataset for pre-training LMPM. The experimental results
highlight the effectiveness of our approach in improving the quality of entailment tree generation. By leveraging
logical entailment patterns, our model produces more coherent and reasonable conclusions that closely align with the
underlying premises. Code and Data are released at https://github.com/YuanLi95/T5-LMPM
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1. Introduction

Generating coherent and credible explanations
poses a significant challenge in AI, and address-
ing it represents a giant leap towards the goal of
building reliable reasoning systems (Barredo Ar-
rieta and Díaz-Rodríguez, 2020). The reasoning
chain has traditionally served as the primary repre-
sentation for constructing reasonable explanations
(DeYoung et al., 2020; Tafjord et al., 2021). How-
ever, in recent years, researchers have explored
the utilization of entailment trees for explanation
generation (Dalvi et al., 2021; Yang et al., 2022;
Hong et al., 2022). As shown in Figure 1, the task
of entailment tree generation can be defined as
follows: given a hypothesis (summarizing from a
question+answer pair) and a set of supporting facts,
the goal is to derive an entailment tree where each
non-leaf node is an intermediate conclusion gener-
ated from its children. By providing valid entailment
trees, users can develop a better understanding of
the reasoning process and acquire reliable informa-
tion for effective decision.

The early work by Dalvi et al. (2021) proposes a
single-step method for generating entailment trees.
However, subsequent research conducted by Hong
et al. (2022) has highlighted that such an approach
often yields unreliable explanations for the hypoth-
esis. To tackle this limitation, several recent stud-
ies employing multi-step generation methods have
been introduced (Yang et al., 2022; Neves Ribeiro
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Supporting facts (S)

Y: Roots absorb 

minerals from the soil.

s2: absorbing something is a kind of process

s3: roots are a vehicle for absorbing water 

and nutriaents from soil into the plant.

s6: some minerals are nutrients

s4: rock is made of minerals
s5: to absorb means to capture

……
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something absorbs that something else.

c2 :roots absorb nutrients

from the soil.
s6: some minerals are nutrients
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absorbing water and nutriaents 
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Y: Roots absorb minerals from the soil

Entailment Tree Explanations

Figure 1: Illustration of Entailment Tree Genera-
tion. The top half presents the inputs, while the
generated entailment tree is depicted in the bot-
tom half. The tree consists of a hypothesis (pink),
premises (blue), and generated intermediate con-
clusions (green).

et al., 2022; Hong et al., 2022; Liu et al., 2022).
These methods have demonstrated impressive per-
formance by iteratively selecting premises and gen-
erating intermediate conclusions to construct the
entire tree. Nonetheless, a significant drawback of
many existing iterative methods lies in their limited
attention to the logical patterns between premises
and conclusions. As a result, they might generate

https://github.com/YuanLi95/T5-LMPM
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intermediate conclusions that lack logical consis-
tency and conflict with the premises.

Among the iterative methods, METGEN (Hong
et al., 2022) stands out for its attempt to integrate
logical patterns into the tree generation process.
However, it primarily focuses on the module respon-
sible for premise selection, with relatively limited
attention to effectively capturing and learning logical
patterns. METGEN’s strategy for integrating logi-
cal patterns involves training the language model
on a synthetic dataset constructed from Wikipedia.
This dataset exhibits logical regularities, as illus-
trated by the green boxes in Figure 2. We argue
that this approach is insufficient for comprehen-
sively learning the intricacies of logical features.
On one side, during training, the language model
is forced to learn both logical patterns and textual
features, which dilutes its focus on capturing log-
ical patterns. Furthermore, using Wikipedia data
as a training resource introduces a considerable
amount of domain-specific information that isn’t log-
ically relevant. For instance, in Figure 2, when MET-
GEN leverages data containing logical regularities
(green boxes) to learn corresponding logical pat-
terns (gray box) that capture generalizable logical
relationships between entities, it inadvertently incor-
porates specific entity terms and domain-specific
knowledge (e.g., primitive society and social devel-
opment). This inclusion of specific information in
the logical pattern training data poses challenges
for METGEN in effectively acquiring logical patterns,
which hinders its ability to generalize the reasoning
process and identify similar relationships across
various instances.

In this paper, we propose the Logical Pattern
Memory Pre-trained Model (LMPM) to address the
aforementioned limitations, as depicted in Figure
3. Our primary objective is to effectively exploit log-
ical patterns to generate logically consistent con-
clusions. To address the limitation regarding the
inadequate focus on capturing logical patterns, we
introduce an external memory component that op-
erates independently of the language model. This
memory module is designed to learn and store la-
tent logical patterns between premises and con-
clusions, enabling the model to better capture and
utilize logical relationships. Furthermore, to mit-
igate the influence of logically irrelevant domain
knowledge in the Wikipedia-based data, we adopt
an entity abstraction approach, as illustrated in
Figure 2. This involves abstracting entities from
the Wikipedia text, resulting in an entity-abstract
dataset utilized for pre-training our LMPM. By lever-
aging the abstraction data, the model can uncover
fundamental logical relationships, thereby enhanc-
ing its reasoning capabilities while reducing the
impact of irrelevant knowledge and necessitating
less training data. In the experiments, we integrate

Conjunction Pattern

Logical Pattern

: <E1> and <E3> are different 
stages of <E2>.

: <E3> is a stage of <E2>.

: precipitation is a stage in the 
water cycle process .

: <E1> is a stage of <E2>.1p

2p

c

1p

2p

cc

2p

1p

2p

c

1p

: primitive society is a stage of social
development.
: slave society is a stage of social development.

: primitive society and slave society are 
different stages of social development.

: adolescence and adulthood are
different stages of life

: adolescence is a stage of life

: adulthood is a stage of life. : infiltration is a stage in the 
water cycle processes

:precipitation and infiltration are 
different stages in the water cycle 
processes

Figure 2: Examples of Logical Patterns. Each box
represents a single-step deductive process. The
texts within the green and blue boxes are extracted
from the Wikipedia-based synthetic dataset and
the entailment tree corpus, respectively. The text
within the gray box is the logical patterns obtained
through entity abstraction, where <E> denotes the
special token <extra_id_ > reserved in T5.:

LMPM with METGEN, simply using it to generate
the intermediate conclusions of logical consistency.
To sum up, we make the following contributions in
this work:
• We introduce a logical pattern memory pre-

trained model (LMPM), which facilitates the gen-
eration of logically consistent intermediate con-
clusions during entailment steps. LMPM em-
ploys an external memory to learn and retain
latent logical patterns between premises and con-
clusions. This mechanism significantly enhances
the language model’s capacity to capture and uti-
lize logical patterns effectively.

• We propose to pre-train the LMPM model via
a constructed entity-abstract dataset, explicitly
guiding the model to learn representations of la-
tent logical patterns. This approach mitigates the
influence of irrelevant domain knowledge in the
original Wikipedia data and enables the model
to be well-trained with less data.

• We assess our proposed method using both auto-
matic and human evaluations on entailment tree
generation datasets. The results demonstrate
that LMPM outperforms strong baseline models
in most cases and provides effective representa-
tions of logical patterns.

2. Related Work

2.1. Entailment Tree Generation
Question answering (QA) has garnered significant
research interest, with recent works dedicated to ex-
plaining QA as a new departure for responsible AI
systems (Ye et al., 2020; Peng et al., 2020; Zhang
et al., 2021; Ren et al., 2023; Mavi et al., 2022;
Yuan et al., 2020, 2023). Nonetheless, most of
these efforts have primarily focused on identifying
relevant facts for questions and answers (Jansen
and Ustalov, 2019; Yadav et al., 2019; Yuan et al.,
2020, 2022), rather than constructing valid reason-
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Figure 3: The overall architecture of LMPM

ing paths. While some studies have explored the
generation of explanation sentences leading to an-
swers (Camburu et al., 2018; Rajani et al., 2019;
Wu et al., 2023), these explanations are often un-
reliable as they are not guided by explicit facts
(Bostrom et al., 2021). To overcome these limita-
tions, Dalvi et al. (2021) introduce EntailmentBank,
a dataset specifically designed for the task of entail-
ment tree generation. Each multi-step entailment
tree in EntailmentBank serves as an explanation,
clearly demonstrating the reasoning process be-
hind a hypothesis based on a set of supporting
facts, as shown in Figure 1.

In addition to introducing the EntailmentBank,
Dalvi et al. (2021) propose the EntailmentWriter
model to tackle the task. This model utilizes an
end-to-end language model to generate complete
entailment trees in a single step. However, a draw-
back of this approach is that it does not explicitly
constrain the validity of every single step, lead-
ing to potentially unreliable explanations for the
given hypothesis. To address the limitations of
single-step methods, several recent works (Neves
Ribeiro et al., 2022; Hong et al., 2022; Liu et al.,
2022) have presented multi-step generation ap-
proaches, which iteratively select premise facts and
generate intermediate conclusions. For instance,
Neves Ribeiro et al. (2022) have devised an iter-
ative retrieval-generation framework (IRGR) that
leads to enhanced retrieval results in the context
of Task 3. Liu et al. (2022) have introduced a Rein-
forcement Learning-based Entailment Tree genera-
tion framework (RLET), which is trained by utilizing
cumulative signals across the entire tree. How-

ever, such methods suffer from a coupling issue
as the premise selection and conclusion genera-
tion are performed simultaneously by the T5 model.
On the other hand, Hong et al. (2022) introduced
the METGEN model, which is a controller-based
model consisting of proprietary modules for selec-
tion and generation. METGEN primarily focuses
on the controller module, which is responsible for
selecting the premises, followed by an independent
T5 to generate the conclusion. Unlike other works
that completely overlook logical relations, METGEN
slightly improves its ability of logical summarizing
by training the model with a Wikipedia-based syn-
thetic dataset.

In contrast to the aforementioned approaches,
we focus on improving the model’s ability to gen-
erate logically consistent conclusions in the entail-
ment steps by leveraging logical patterns. We un-
derscore the significance of integrating logical pat-
terns into the reasoning process. To achieve this,
we employ an external memory to both learn and
store the features of logical patterns, facilitating
the generation of logically consistent conclusions.
Moreover, our model can be adapted to enhance
existing methods like METGE, leveraging the ad-
vancements of LMPM in effectively incorporating
logical patterns into the entailment tree generation.
2.2. Memory Networks

Weston et al. (2015) first propose the memory net-
work, which employs memory components to store
scene information, thereby enabling the network to
maintain long-term memory. Since then, memory
networks have found widespread application in var-
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ious natural language processing tasks. They have
demonstrated effectiveness in storing multi-hop or
long-term information across contexts, notably in
applications such as dialogue systems (Wang et al.,
2020; Chen et al., 2023), sentiment analysis sys-
tems (Xu et al., 2019), and QA systems (Huang
et al., 2021; Li et al., 2022). In contrast to these
existing works, LMPM is specifically designed to
memorize and store the features of logical patterns,
which can be reused and guide the model in gen-
erating intermediate conclusions of logical consis-
tency.

3. Methodology

Formally, the entailment tree generation involves
a hypothesis Y and a set of factual sentences
S = {s1, s2, · · · , sm} as inputs, where m denotes
the number of candidate facts. The hypothesis Y
can be deduced from a subset of S and the goal is
to generate a valid tree T that portrays the deduc-
tion process, as depicted in Figure 1. The leaves
of the tree correspond to the facts selected from
S, while the root refers to Y . We use ci to denote
the intermediate node, representing the intermedi-
ate conclusion generated by the model. Moreover,
each non-root node, including both the leaves and
intermediate nodes, also corresponds to a premise
of its parent node. Based on the scope of the can-
didate facts S, the task can be further categorized
into the following sub-tasks of increasing difficulty:
Task 1 (no-distractor) S = Sgold ,
Task 2 (distractor) S = Sgold + 15-20 distractors,
Task 3 (full-corpus) S = full corpus.
where Sgold is the set of golden leaf facts.

3.1. LMPM
In this section, we present the proposed Logical
Pattern Memory Pre-trained Model (LMPM), which
consists of an encoder-decoder generative model
(T51) and an external memory denoted as M. The
overall architecture is illustrated in Figure 3. The
key insight of LMPM is to map the implicit logical
patterns onto the embedding space. The training
data of logical patterns, acquired through the entity
abstraction techniques, force the model to concen-
trate specifically on essential logical connections,
while simultaneously disregarding specific terms
or domain-specific knowledge. For instance, con-
sider the logical pattern depicted in the gray box of
Figure 2, which explores the concept of stages re-
lated to entity <E2>. The premises assert that both

1We choose T5 as the backbone in LMPM, similar to
the works previously introduced (Dalvi et al., 2021; Yang
et al., 2022; Hong et al., 2022), to facilitate ease of com-
parison in experiments. Note that any encoder-decoder
model can serve as the backbone, not exclusively T5.

<E1> and <E3> represent stages of <E2>. From
these premises, we can deduce the conclusion that
<E1> and <E3> are distinct stages of <E2>. Thus,
by leveraging such logical patterns, we can gen-
eralize the reasoning process and identify similar
relationships across various instances.

The memory M is responsible for learning and
storing representations of logical patterns between
premises and conclusions. The T5 model takes the
two premises as inputs, selects the logical pattern
representations from M, and leverages these rep-
resentations to generate logically consistent con-
clusions during the deductive process. LMPM is
trained through two essential tasks: Logical Pat-
tern Pre-training and EntailmentBank Fine-tuning.
The first task forces the model to capture and learn
representations of latent logical patterns via a con-
structed entity-abstract dataset. The second task
focuses on training the model to generate interme-
diate conclusions of logical consistency by adapting
the pre-trained representations of logical patterns
to the target EntailmentBank dataset.

3.1.1. Logical Pattern Pre-training

As previously mentioned, the first task of LMPM
aims to enhance its ability to capture and learn la-
tent logical patterns. To achieve this, we construct
a dataset using entity abstraction techniques. We
utilize the Wikipedia-based synthetic dataset intro-
duced by Hong et al. (2022), which encompasses
logical regularities but also contains a substantial
amount of domain-specific information. Each data
instance comprises two premises and a conclusion,
simulating the process of generating intermediate
conclusions. The logical deductive types are cat-
egorized as substitution, conjunction, and if-then.
Examples of logical patterns belonging to the con-
junction type are illustrated in the green boxes of
Figure 2. To abstract the original synthesis data,
120 special tokens (e.g., “<extra_id_1>" that used
in T5) are leveraged to replace the entity spans.
Specifically, we replace entity spans whose part-of-
speech corresponds to noun, det noun, adj noun,
or def adj noun. For instance, in Figure 2, the
phrase “primitive society" within the top-left box is
replaced with “<E1>", and the gray box displays
the result after the abstraction steps. The resulting
dataset comprises a collection of logical patterns,
where each data instance, denoted as {(p̃1, p̃2), c̃},
consists of two pseudo premises and the corre-
sponding pseudo intermediate conclusion. This
entity-abstract dataset is constructed to learn a la-
tent variable fz for each logical pattern, which is
then utilized for generating logically consistent con-
clusions, and the equation is:

p(c̃, fz|p̃1, p̃2) = p(fz|p̃1, p̃2)p(c̃|fz, p̃1, p̃2) (1)

Based on the T5 encoder, we adopt a specific
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Figure 4: Examples of complex deductions. The
gray boxes represent two distinct logical patterns
that need to be combined to generate the appropri-
ate conclusion shown in the blue box.

sequence format where we insert the token <s>
before the first premise, and use the token </s>
to either concatenate the two premises or indicate
the sequence’s end. Additionally, we introduce a
special latent token <z> at the beginning of the se-
quence. Thus, the input sequence Ilogical for logical
pattern pre-training is transformed as follows:

Ilogical = [<z>,<s>, p̃11, .., p̃
l
1,</s>, p̃12, ..., p̃

l′
2 ,</s>] (2)

where l and l′ are the lengths of p̃1 and p̃2, respec-
tively. Subsequently, we use the T5-encoder to
encode the input sequence Ilogical. The final hid-
den state of the token <z>, denoted as Hz, serves
as the logical representation of the two premises.
Hz is utilized to select the specific logical pattern
from M . The external memory M , parameterized
by θ, is responsible for learning and storing the fea-
tures of logical patterns. Each element mi in M
indicates a specific logical pattern:

M = [m1, ...,mL] ∈ RL×dm (3)

where L corresponds to the number of logical pat-
terns stored in the memory, and dm is the dimension
of the latent representations.

To leverage the logical pattern representations
stored in the memory M for generating intermedi-
ate conclusions, LMPM must identify the specific
logical pattern corresponding to the premises. This
requires determining the value of i that satisfies
fz = mi, where fz denotes the representation of
the target logical pattern, and mi refers to an ele-
ment within the memory, as previously mentioned.
To facilitate this identification process and learn the
representations, we introduce an address structure
D, which employs a multi-layer perceptron archi-
tecture. This structure takes Hz as input and pro-
duces a one-hot vector αi ∈ R1×L to help locate
the potential logical pattern representation in M .
In particular, we use Gumbel-softmax (Jang et al.,
2016) for optimization:

γi = wzHz + bz (4)

αi =
exp(γi+gi)/T

L∑
i=1

exp(γi+gi)/T (5)

Here, gi is a random variable following the Gumbel
distribution and T is the temperature coefficient.
After obtaining the one-hot vector αi, we can locate
the potential logical pattern in M using:

fz =

L∑
i=1

αiMi (6)

Next, we integrate the selected logical pattern
representation into the T5-decoder by adding it to
the representation of the start special token <s>.
The purpose is to effectively introduce the logical
pattern, as shown in the equation:

E
′

<s> = fz + E<s> (7)

The memory structure M and the address struc-
ture D can be updated through backpropagation,
utilizing the entity-abstract dataset. Additionally,
Section 4.3 demonstrates that this abstraction ap-
proach offers substantial benefits to the model, no-
tably reducing the impact of irrelevant knowledge
and facilitating effective training with less data.
Loss Function To optimize the model parameters
in the logical pattern pre-training task, two loss func-
tions are employed. The first one is the language
modeling loss (LM), which is defined as:

LLM = −
|c̃|∑
t=1

log p(c̃t|fz, p̃1, p̃2, c̃0:t−1) (8)

where |c̃| is the length of c̃. In addition, to tackle
the issue of vanishing latent variables (Zhao et al.,
2017), a bag-of-word loss (BOW) is applied:

LBOW =
|c̃|∑
t=1

log p(c̃t|fz, p̃1, p̃2) =
|c̃|∑
t=1

log ef(c̃t)∑
v∈V

ef(v) (9)

Therefore, the total loss in the logical pattern
pre-training is defined as follows:

L = LLM + LBOW (10)

3.1.2. EntailmentBank Fine-tuning

The second task aims to fine-tune LMPM for gen-
erating actual intermediate conclusions with logi-
cal consistency in the entailment steps, adapting
the pre-trained logical pattern representations to
the target EntailmentBank dataset. While the over-
all process resembles the previous logical pattern
pre-training task, it uses the actual premises and
intermediate conclusions from the EntailmentBank
dataset for training. Moreover, the dataset includes
some complex deductions that can not be ade-
quately captured by a single logical pattern stored
in M . To address this limitation, the model must in-
corporate multiple logical pattern representations to
generate appropriate intermediate conclusions, as
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Train Dev Test All
Entailment trees 1,131 187 340 1,840
Entailment steps 4,175 597 1,109 5,881

Table 1: EntailmentBank statistics.

illustrated in the example depicted in Figure 4. To
enable the combination of multiple logical pattern
representations, we replace the Gumbel-softmax
in equation (5) with Softmax:

α̃i =
exp(γi)

L∑
i=1

exp(γi)
(11)

In this case, α̃i is not a one-hot vector. The model
is trained to combine multiple logical pattern repre-
sentations in M to generate the conclusions.

4. Experiments

4.1. Datasets & Implementation Details

We perform experiments on EntailmentBank (Dalvi
et al., 2021), which is created based on ARC
dataset of grade-school science questions (Clark
et al., 2018), and a corpus of science and general
knowledge from WorldTree V2 (Xie et al., 2020).
EntailmentBank contains 1840 entailment trees,
where each tree corresponds to a question. The
statistics are shown in Table 1.

The memory structure stores L = 7 logical pat-
terns, corresponding to the number of inference
types in the EntailmentBank dataset. Each mem-
ory element has a dimension of dm set to 4096.
During the logical pattern pre-training phase, the
model is trained for two epochs using a batch size
of 35 and a learning rate of 3e-5. For the subse-
quent EntailmentBank fine-tuning phase, the model
is trained for 80 epochs with a batch size of 30 and
a learning rate of 3e-5. To create the logical pat-
tern pre-training dataset, we employ spaCy2 with
the en_core_web_sm version to parse sentences
and extract the part-of-speech information for each
token. Subsequently, we use GloVe (Jeffrey Pen-
nington, Richard Socher, 2014) to identify tokens of
different forms in the premises and conclusions, re-
placing them with the same special token. Regard-
ing the quantity and length of logical patterns, our
constructed dataset comprises a total of 565,453
patterns, with an average length of 17 and a maxi-
mum length of 43. Notably, in the experiments, we
integrate LMPM with METGEN by replacing its T5
component, allowing it to utilize the intermediate
conclusions of logical consistency.

2https://spacy.io/models.

4.2. Evaluation Metrics

Automatic Evaluation We assess the generated
tree in comparison to the golden tree across three
dimensions, following established practices in pre-
vious studies (Dalvi et al., 2021; Hong et al., 2022;
Yang et al., 2022): (1) Leaves: measures whether
the correct leaf facts are used. We compute the
F1 score by comparing the predicted leaf facts to
those in the golden tree. Additionally, we report the
AllCorrect score, which indicates exact matches3.
(2) Steps: evaluates whether the entailment steps
are structurally correct. We compare the steps in
two trees using the F1 score and AllCorrect. A pre-
dicted step is considered correct if its children’s
identifiers perfectly match the corresponding ones
in the gold tree. (3) Intermediates: assesses the
accuracy of intermediate conclusions, also utilizing
the F1 score and the AllCorrect score. A predicted
intermediate conclusion is considered correct if the
BLEURT-Large-512 (Sellam et al., 2020) score
between the aligned predicted intermediate and the
corresponding golden intermediate is greater than
0.28.

Human Evaluation Considering the potential lim-
itations of automated evaluation, as highlighted by
Dalvi et al. (2021), which might inaccurately assess
certain valid trees and underestimate their perfor-
mance, we conducted a human evaluation. We
randomly sampled 100 instances from the Entail-
mentBank test set and asked 9 graduate students
to evaluate the model results based on four criteria:
(1) Validity: evaluates whether the generated tree
clearly demonstrates a coherent chain of reason-
ing, explaining how the hypothesis is derived from
the supporting facts. (2) Logical consistency:
assesses whether each intermediate conclusion
aligns with the given premises. (3) Readability:
assesses whether the generated intermediate con-
clusions are grammatically correct and fluent to
read. (4) Reasonability: evaluates whether the
generated intermediate conclusions adhere to com-
mon knowledge and facts. For the Validity metric,
we compute the number of trees considered valid
by the majority of evaluators. For the remaining
three criteria, the students were asked to rate the
generated intermediate conclusions from 1 (very
bad) to 5 (very good), and the average scores were
reported. Note that the human evaluation was only
conducted for task 1, as the other two tasks would
have been more challenging and time-consuming
for human evaluators.

3The AllCorrect is 1 if the F1 is 1, and 0 otherwise.
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Method Additional Leaves Steps Intermediates Overall
Data F1 AllCorrect F1 AllCorrect F1 AllCorrect AllCorrect

Task1
EntailmentWriter(T5-large) No 98.4 84.1 50.0 38.5 67.0 35.9 34.4

IRGR No 97.6 89.4 50.2 36.8 62.1 31.8 32.4
RLET No 100.0 100.0 55.0 41.2 67.2 36.7 35.1

METGEN+T5 564K 100.0 100.0 57.7 41.9 70.8 39.2 36.5
METGEN+LMPM(ours) 564K 99.76 99.41 57.78 43.82† 72.78† 42.78† 38.54†

Task2
EntailmentWriter(T5-large) No 83.2 35.0 39.5 24.7 62.2 28.2 23.2

IRGR No 69.9 23.8 30.5 22.40 47.70 26.5 21.8
RLET No 81.9 40.4 38.8 28.7 57.4 29.1 26.0

METGEN+T5 564K 82.7 46.1 41.3 29.6 61.4 32.4 27.7
METGEN+LMPM(ours) 564K 81.09 47.06 42.56 31.38 † 61.68 34.32† 29.41†

Task3
EntailmentWriter(T5-large) No 30.9 1.2 4.4 1.2 28.8 5.6 1.2

IRGR No 46.6 10.0 11.3 8.2 38.7 20.9 8.2
RLET No 46.20 11.41 15.2 9.6 41.4 17.6 9.4

METGEN+T5 564K 34.8 8.7 9.8 8.6 36.6 20.4 8.6
METGEN+LMPM(ours) 564K 35.3 9.23 10.28 9.23 37.8 20.33 9.41

Table 2: Automatic evaluation results on the EntailmentBank dataset (%). The best and second-best
results are highlighted in bold and underlined, respectively. † refers to significance test p− value < 0.05.
The “Additional Data" column denotes the size of the supplementary Wikipedia training data.

Mtrics METGEN+T5 METGEN+LMPM
Validity 46 52
Logical 3.02 3.37

Readability 4.11 4.43
Reasonability 3.37 3.64

Table 3: Human evaluation results on 100 uniformly
sampled questions from the test split.

4.3. Experimental Results

4.3.1. Automatic Evaluation Results

The automatic evaluation results are summarized
in Table 2. In general, the multi-step methods
(IRGR, RlET, and METGEN) outperform the single-
step method (EntailmentWriter). This underscores
the effectiveness of multi-step methods in select-
ing premises and generating intermediate conclu-
sions that align closely with the ground truth. Ben-
efiting from its endeavor to pre-train with addi-
tional Wikipedia-based synthetic data, METGEN
has demonstrated robust and competitive perfor-
mance, significantly outperforming the baseline
models in both task 1 and task 2.

When comparing the performance of METGEN
using different modules (T5 or LMPM) for interme-
diate conclusion generation, we observe a clear
performance improvement when incorporating our
proposed LMPM, especially in tasks 1 and task 2.
Specifically, under the strictest Overall AllCorrect,
the model with LMPM achieved performance im-
provements of 2.04% and 1.7%, respectively. The
enhancements under the Intermediates AllCorrect
metric further suggest that LMPM generates bet-
ter intermediate conclusions with improved logical

Method Task 1 Task 2
Inter Overall Inter Overall

METGEN+T5 39.2 36.5 32.4 27.7
METGEN+LMPM 42.78 38.54 34.32 29.41

w/o LPP 39.02 36.47 32.24 27.56
w/o memory 40.59 37.39 33.06 28.54

w/o abstraction 41.27 37.45 33.78 28.48

Table 4: Ablation study results. “Inter" and “Overall"
denote Intermediates AllCorrect and Overall AllCor-
rect, respectively.

consistency. Additionally, the improved Steps All-
Correct indicate that LMPM positively impacts the
premise selection process of the controller in MET-
GEN. Although the incorporation of LMPM within
METGEN generally outperforms the use of T5 in
task 3, the improvements are not as pronounced.
This could be attributed to the fact that task 3 uti-
lizes the full-corpus distractor setting, which heavily
relies on the accurate selection of premises.

4.3.2. Human Evaluation

In the human evaluation, we randomly sample 100
instances from the test set and compare the results
generated by METGEN with different modules (T5
or LMPM). The results are presented in Table 3.
METGEN+LMPM exhibits superior performance
compared to METGEN+T5 across all metrics, par-
ticularly in terms of Validity, which indicates the
quality of the complete entailment trees. In addi-
tion, Logical and Readability metrics also show
enhanced performance, indicating LMPM’s capac-
ity to generate superior intermediate conclusions
with logical consistency.
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Figure 5: The impact of logical pattern pre-training data size on performance. The AllCorrect scores for
Overall and Inter (Intermediates) are provided.
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Figure 6: Probability distribution of the three logical
patterns within the memory structure M .

4.3.3. Ablation Study

In the ablation study, we delve into the effective-
ness of three key components: logical pattern pre-
training (LPP), memory structure (memory), and
dataset abstraction (abstraction). Our analysis is
conducted on both task 1 and task 2, with results
presented in Table 4.

Firstly, we examine the model without LPP, which
is exclusively trained based on the EntailmentBank
Fine-tuning task. This model exhibits a significant
performance degradation, highlighting the critical
role of LPP in generating reasonable intermedi-
ate conclusions. However, even without LPP, the
model’s performance is on par with METGEN+T5,
which is first pre-trained using the original synthetic
dataset and then trained using the EntailmentBank.
This suggets that the architecture of LMPM is more
suitable than vanilla T5 in the entailment task. Next,
we compare the model without a memory structure,
having the same architecture as METGEN+T5 but
first pre-trained on the entity-abstract dataset. The
degraded performance of this model emphasizes
the importance of the memory structure, which
stores and learns logical patterns. Despite this,
we observe that this model still outperforms MET-
GEN+T5, indicating that the pre-training abstraction
data can help generate better conclusions. This
is further proved by the model’s decreased per-
formance when trained without dataset abstrac-
tion when incorporating LMPM. Finally, the model
with the complete LMPM, which incorporates all
the components simultaneously, achieves the best
results.

4.4. Effect of Logical Pattern Data Size
We next investigate the influence of data sizes
in the pre-trained entity-abstract dataset on both
task 1 and task 2. To achieve this, we employ
METGEN+LMPM and train the model using var-
ious data sizes. We also present the results of
METGEN+T5, which is pre-trained using the en-
tire Wikipedia-based synthetic dataset. The results
are shown in Figure 5. Notably, a 0% data size
implies that the entity-abstract dataset is not uti-
lized, and the model is exclusively trained via the
EntailmentBank Fine-tuning process, aligning with
the model without LPP as detailed in Section 4.5.3.
Additionally, we observe that even with a mere 25%
of the data, the model achieves comparable per-
formance to that using the entire dataset for both
tasks. The entity-abstract dataset, in contrast to
the original Wikipedia-based synthetic dataset, con-
tains substantially less irrelevant knowledge within
each logical pattern. This crucial distinction encour-
ages the model to concentrate more precisely on
the logical patterns, enabling effective training with
a smaller amount of data.

4.5. Additional Analysis of Logical
Pattern Representation

To gain a comprehensive understanding of the L
logical patterns stored in the memory structure
(L = 7 in the experiments), we further investigate
the probability distribution of three different logical
patterns within the memory structure M . We an-
alyze a sample of 275 intermediate conclusions
provided by METGEN, along with their automati-
cally annotated inference types. The distribution
of these samples is as follows: Substitution (153),
Conjunction (71), and IF-then (51).

As depicted in Figure 6, we observe distinct
clustering tendencies for different logical patterns.
Specifically, Substitution mainly correlate with logi-
cal feature m3 within memory M , while Conjunction
is closely associated with feature m6, and IF-then
primarily relates to feature m7. These observed
patterns highlight the model’s capability to capture
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and differentiate various types of logical patterns.
However, we also acknowledge that our model’s
relative neglect of a specific logical feature can be
attributed to certain factors, such as potential er-
rors introduced during the automated annotation
process and instances necessitating a fusion of
multiple logical pattern features.

5. Conclusion

In this paper, we present the logical pattern mem-
ory pre-trained model (LMPM), which significantly
enhances the generation of intermediate conclu-
sions in entailment steps by effectively harnessing
logical patterns. LMPM utilizes an external memory
structure to learn and store the latent representa-
tions of logical patterns, leveraging them to pro-
duce logically consistent conclusions. The model
is pre-trained using a specially constructed entity-
abstract dataset, tailored to facilitate the explicit
acquisition of logical pattern features. Comprehen-
sive evaluations demonstrate the superior ability
of LMPM in facilitating the generation of better en-
tailment trees, offering promising prospects in ad-
dressing the critical challenge of logical reasoning
and paving the way for further explorations in com-
plex reasoning tasks. For future work, we plan
to extend this method to other tasks, such as the
Multimodel QA, and to explore the incorporation of
external knowledge to enhance tree generation.

Limitations

While the LMPM model demonstrates promising
capabilities, several limitations need to be acknowl-
edged. Firstly, the lack of diverse datasets for en-
tailment tree generation in languages other than
English hampers the comprehensive evaluation of
LMPM’s performance across multiple languages.
Consequently, the model’s effectiveness in gener-
ating logically consistent conclusions is primarily
demonstrated within English entailment tree cor-
pora. Secondly, LMPM may encounter challenges
when tasked with generating logically consistent
conclusions in scenarios involving more than two
premises. Its performance in such cases might
exhibit degradation, emphasizing the need for fur-
ther enhancements to effectively manage complex
entailment scenarios with multiple premises.
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A. Appendix

A.1. Baselines
To evaluate the effectiveness and applicability of
our proposed method, we apply LMPM to sev-
eral existing multi-step generative methods and
compare the performance of the integrated model
with the original methods. The first multi-step
method we compared is METGEN (Hong et al.,
2022), which uses a reasoning controller and a
T5 model to independently select premises and
generate a conclusion. Note that the original syn-
thesis Wikipedia dataset is first used to pre-train
the METGEN model. In our comparison, we incor-
porate LMPM into METGEN by replacing their T5
model for intermediate conclusion generation. The
second compared multi-step method is NlProofS
(Yang et al., 2022), which uses a T5 to simulta-
neously select the premise and generate the con-
clusion, followed by a verifier. In our comparison,
we integrated LMPM into NlProofS by maintaining
their T5 model for premise selection and incorpo-
rating LMPM to generate intermediate conclusions.
Note also that the EntailmentBank dataset contains
some entailment steps (9.1%, 535 steps) where the
intermediate conclusions are generated by more
than two premises. METGEN decomposes such
n-premise steps (n > 2) into several valid 2-premise
steps before generating the conclusion. On the
other hand, NLProofs can directly generate con-
clusions using more than two premises. There-
fore, when applying LMPM to NLProofs, we retain
their generated conclusions by T5 for the n-premise
steps (n > 2). In all models mentioned, we freeze
the parameters of the controller or verifier. Addition-
ally, we use EntailmentWriter (Dalvi et al., 2021) as
a baseline, which generates the entire entailment
trees in one step.

A.2. Case Study
In this section, we utilize three entailment trees
generated by METGEN-T5 and METGEN-LMPM,
which were also employed in the human evalua-
tion for the case study. Figure 7, 8, and 9 present
the task input, golden tree, trees generated by
METGEN-T5 and METGEN-LMPM, along with their
respective Overall AllCorrect and human evaluation
results. It should be noted that Overall AllCorrect is
the most stringent automatic evaluation metric. Ad-
ditionally, under the Validity category, we indicate
the number of evaluators (out of 9) who deemed
the generated tree as valid. Furthermore, the sub-
graph of METGEN-LMPM showcases the identified
pattern relations.

Firstly, Figure 7 presents an illustrative exam-
ple wherein LMPM outperforms T5 by generating
a more accurate intermediate conclusion (c1) that

aligns closely with the ground truth and achieves a
higher BLEURT score. Specifically, the BLEURT
score for c1 generated by T5 is 0.21, whereas
LMPM achieves a score of 0.89. Furthermore,
the metrics displayed in Figure 7 demonstrate that
METGEN-LMPM outperforms METGEN-T5 in all
aspects, owing to the generation of superior conclu-
sions characterized by logical consistency during
the entailment step.

Figure 8 presents an intriguing example. No-
tably, in METGEN-LMPM, all the human evaluation
metrics yield favorable results, while the Overall All-
Correct score of the automatic evaluation remains 0.
This suggests that the automatic evaluation might
erroneously disregard some valid trees, thereby
underestimating the performance, as also noted by
Dalvi et al Dalvi et al. (2021) Furthermore, when
compared to METGEN-T5, our proposed approach,
METGEN-LMPM, adeptly captures the logical rela-
tionship between premises, leading to the genera-
tion of a logically consistent conclusion, denoted as
C1 and c2. Consequently, we observe an improve-
ment in the human evaluation metrics.

Lastly, concerning the golden tree comprising
n-premise steps (where n > 2), METGEN allows
the predicted entailment tree to exhibit a distinct
structure from the golden tree. As described in
Section 4.4, METGEN decomposes the n-premise
step into several valid 2-premise steps prior to con-
clusion generation. In Figure 9, the intermediate
conclusion (c1) generated by METGEN-T5 fails to
integrate the logical patterns and textual information
from premises (s1 and s3), rendering it an invalid
intermediate conclusion according to the Validity cri-
terion evaluated by all the participants. Conversely,
LMPM successfully extracts the logical pattern be-
tween the premises and employs the latent logical
pattern to generate a more plausible conclusion,
which is generally accepted by the majority of eval-
uators.
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Y: comet is likely an object that is mainly made 

of ice and orbiting the sun in an elliptical path

s1: comets orbit the sun in the solar system

s2: a comet is often made of ice

s3: comet orbits are elliptical

Y: comet is likely an object that is mainly made

of ice and orbiting the sun in an elliptical path

s3: comet orbits are elliptical
s1: comets orbit the

sun in the solar system

c1: comets orbit the sun

in an elliptical path

s2: a comet is often

made of ice

Golden Tree 

s3: comet orbits are elliptical
s1: comets orbit

the sun in the solar system

c1: a comet is elliptical in shape

and in the solar system

s2: a comet is often

made of ice

METGEN-T5

s3: comet orbits are elliptical
s1: comets orbit

the sun in the solar system

c1: comets orbit the

sun in an elliptical orbit

s2: a comet is often

made of ice

METGEN-LMPM

✓
Logical:

Readability:

Reasonability:

1

1(8/9)

4

4.33

4.33

Overall

AllCorrect:

Logical:

Readability:

Reasonability:

0

0(3/9)

2

3.33

3

conjunction

Y: comet is likely an object that is mainly made 

of ice and orbiting the sun in an elliptical path

Y: comet is likely an object that is mainly made 

of ice and orbiting the sun in an elliptical path Overall

AllCorrect:

Validity:

Validity:

Figure 7: Case 1. A case shows that METGEN-LMPM achieves better results than METGEN-T5 in Overall
AllCorrect metric and all metrics in human evaluations, and generates a better intermediate conclusion
with logically consistency.

s1: a scientist wants to investigate the environmental changes from 

ancient time to now

s2: fossils can be used as evidence for the ancient environment

Y: the scientist can use fossils as information on ancient environment

s3: evidence is a kind of information

s4: investigating requires gathering information

s1: a scientist wants to 

investigate the environmental 

changes from ancient time to now

s4: investigating requires

gathering information

c1: the scientist has to gather 

information of ancient environment

s3: evidence is a 

kind of information

s2: fossils can be 

used as evidence for 

the ancient environment

c2: fossils is a kind of 

information on ancient environment

Y: the scientist can use fossils as 

information on ancient environment

Golden Tree 

s1: a scientist wants to 

investigate the environmental 

changes from ancient time to now

s4: investigating requires

gathering information

c1: a scientist needs to gather 

information about environmental 

changes from ancient time to now

s2: fossils can be 

used as evidence for 

the ancient environment

s3: evidence is a 

kind of information

c2: a scientist needs evidence to 

gather information about environmental

changes from ancient time to now

Y: the scientist can use fossils as 

information on ancient environment

METGEN-T5

s1: a scientist wants to investigate 

the environmental changes from 

ancient time to now

s4: investigating requires

gathering information

c1: if a scientist wants to investigate 

the environmental changes from

ancient time to now, then 

he/she must gather information

s2: fossils can be 

used as evidence for 

the ancient environment

s3: evidence is a 

kind of information

c2: if a scientist wants to investigate the 

environmental changes from ancient

time to now, he/she must gather evidence

Y: the scientist can use fossils as 

information on ancient environment

METGEN-LMPM

Substitution

conjunction

Logical:

Readability:

Reasonability:

0

0(0/9)

2.00

2.67

2.00

Overall

AllCorrect:

Validity:

Logical:

Readability:

Reasonability:

0

1(6/9)

3.00

4.33

3.67

Overall

AllCorrect:

Validity:

Figure 8: Case 2: An interesting case shows that automatic evaluation can misjudge certain valid
trees, leading to an underestimated performance. This observation is based on the results obtained from
METGEN-LMPM, where the generated entailment tree is considered valid by the majority of evaluators.
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s1: precipitation is a stage in the water cycle process 

s2: sinkholes and caves are formed by precipitation and infiltration

Y: precipitation and infiltration in the water cycle are responsible 

for the formation of sinkholes and caves

s3: infiltration is a stage in the water cycle process

s1: precipitation is a stage in the 

water cycle process 

s3: infiltration is a stage in 

the water cycle process

s2: sinkholes and caves are 

formed by precipitation 

and infiltration

Y: precipitation and infiltration in the 

water cycle are responsible for the 

formation of sinkholes and caves

Golden Tree 

s1: precipitation is a stage in the 

water cycle process 

s3: infiltration is a stage in 

the water cycle process

s2: sinkholes and caves are 

formed by precipitation 

and infiltration

Y: precipitation and infiltration in the 

water cycle are responsible for the 

formation of sinkholes and caves

c1: if the water cycle process is interrupted 

by infiltration then the precipitation 

will be interrupted by precipitation

METGEN-T5

s1: precipitation is a stage in the 

water cycle process 

s3: infiltration is a stage in 

the water cycle process

s2: sinkholes and caves are 

formed by precipitation 

and infiltration

Y: precipitation and infiltration in the 

water cycle are responsible for the 

formation of sinkholes and caves

c1: precipitation and infiltration are

a different stage in the water cycle process 

METGEN-LMPM

Logical:

Readability:

Reasonability:

0

2.33

2.67

2.00

Logical:

Readability:

Reasonability:

0

1(8/9)

4.33

4.00

3.67

conjunction

Validity:

Overall

AllCorrect:

Overall

AllCorrect:

Validity: 0(2/9)

Figure 9: Case 3: A case shows how METGEN deals with the n-premise step (n > 2), and also shows
that METGEN-LMPM can effectively fuse the logical patterns and textual information from the premises
for generating the conclusions in the entailment steps.
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