
LREC-COLING 2024, pages 7406–7416
20-25 May, 2024. © 2024 ELRA Language Resource Association: CC BY-NC 4.0

7406

FoTo: Targeted Visual Topic Modeling for Focused Analysis of
Short Texts

Sanuj Kumar, Tuan M. V. Le
New Mexico State University

Las Cruces, USA
{sanujkr, tuanle}@nmsu.edu

Abstract
Given a corpus of documents, focused analysis aims to find topics relevant to aspects that a user is interested in.
The aspects are often expressed by a set of keywords provided by the user. Short texts such as microblogs and
tweets pose several challenges to this task because the sparsity of word co-occurrences may hinder the extraction
of meaningful and relevant topics. Moreover, most of the existing topic models perform a full corpus analysis that
treats all topics equally, which may make the learned topics not be on target. In this paper, we propose a novel
targeted topic model for semantic short-text embedding which aims to learn all topics and low-dimensional visual
representations of documents, while preserving relevant topics for focused analysis of short texts. To preserve the
relevant topics in the visualization space, we propose jointly modeling topics and the pairwise document ranking
based on document-keyword distances in the visualization space. The extensive experiments on several real-world
datasets demonstrate the effectiveness of our proposed model in terms of targeted topic modeling and visualization.

Keywords: focused analysis, targeted topic models, visualization, short texts

1. Introduction

Document visualization and topic modeling are
widely used in text analysis. Document visualiza-
tion based on dimensionality reduction aims to em-
bed documents into 2- or 3-dimensional space for
visualization (Van der Maaten and Hinton, 2008;
Tang et al., 2016; McInnes et al., 2018). Mean-
while, topic modeling’s objective is to discover la-
tent topics discussed in the documents (Blei et al.,
2003; Grootendorst, 2022). Recently, joint models
are proposed to learn both topics and visualization
such that the learned embeddings reflect the doc-
ument similarities based on the underlying topics
(Iwata et al., 2008; Pham and Le, 2020).

Figure 1: Visual focused analysis of short texts
from SEARCHSNIPPET for query {sporting, ath-
lete, racing}; (left) visualization of SEARCHSNIPPET
by FoTo; (right) the corresponding document rele-
vance density as per the aspects; black asterisks
indicate keyword locations.

The above methods may suffer the following
limitations when applied to short texts: 1) When
documents are short in length (e.g., tweets or mi-
croblogs may contain less than dozens of words),
these models may not perform well due to the spar-
sity of word co-occurrences; 2) Most of the existing
topic models learn all topics by performing a full
analysis on a large text corpus. Therefore, the ex-
tracted topics may be too coarse and not relevant
to the aspects that users are interested in. More-
over, if the aspects of interest are relatively unpop-
ular in the data, relevant topics may not be found
because they may be overshadowed by other more
prevalent ones in the corpus. Short texts make the
relevant topics harder to extract because of the
word sparsity issue; and 3) For joint visual topic
models, if the focused topics are not prevalent, the
models may not faithfully display the relevant topics
or documents because the coordinates and quality
of focused topics could be sacrificed when learning
due to the information loss of the dimensionality
reduction process.

Several short-text topic models can address the
first limitation (Zuo et al., 2016; Wang et al., 2018;
Dieng et al., 2020). However, these models suffer
the second issue where users are not able to indi-
cate the aspects of interest that should be focused
on when training these topic models. Recently,
targeted topic models are proposed to deal with
this limitation (Wang et al., 2016; He et al., 2020;
Wang et al., 2021). These models aim to find all
topics relevant to interested aspects where each
aspect is often expressed by a set of keywords
provided by the user. However, for short texts, the
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issue still remains. If the user-provided list of key-
words is not comprehensive enough, the extracted
topics could be not relevant because the sparse
word co-occurrences makes it challenging to in-
fer and include the words similar to the provided
keywords in the topics. Moreover, to visualize doc-
uments, the above targeted topic models need to
perform an additional step to reduce dimension of
the learned document-topic distributions. This two-
step process does not ensure that the visualization
will faithfully display the relevant topics and docu-
ments. In contrast, visual topic models for short
texts can jointly produce visualization but they are
not targeted topic models (Kumar and Le, 2021).
In another direction, given a set of seed words,
seed-guided topic models aim to find a topic for
each seed word (Harandizadeh et al., 2022; Zhang
et al., 2023). Therefore, the number of extracted
topics is equal to the number of seed words. This
is different from targeted topic models which aim
to find all topics relevant to the given keywords.

To simultaneously address the above limitations,
we propose a novel targeted visual topic model,
named FoTo, that can extract and visualize top-
ics, documents relevant to targeted aspects for
focused analysis. Our proposed model leverages
word embeddings to alleviate the data sparsity. Dif-
ferent from previous methods, our method tightly
integrates topics, embeddings of documents and
topics, word embeddings, targeted aspects, as
well as the pairwise document ranking in a holistic
model. The generated focused visualization shows
not only documents, topics, but also user-provided
keywords in the same visualization space. To en-
sure that the relevant topics and documents are
well-preserved, we propose modeling the pairwise
document ranking based on the distances between
documents and keywords in the visualization.

As an example, Figure 1 shows the novel as-
pects of FoTo. We perform targeted visual topic
modeling of short texts from SEARCHSNIPPET for
query {sporting, athlete, racing}. FoTo is a joint
targeted visual topic model that visualizes topics
(hollow circles), keywords (black asterisks), and
documents (color circles) while extracting and pre-
serving relevant topics. In the visualization, users
can see a comprehensive view of the corpus by
considering the locations of topics and documents.
Moreover, users can see how relevant topics and
documents are distributed by viewing the relative
locations of points near the keywords in the visu-
alization. To show how relevant documents are
distributed, we calculate the TF-IDF scores of doc-
uments w.r.t the query and estimate the relevance
density by averaging the relevant scores of docu-
ments in a region1. The result is shown in the right
figure. As we can see, most of the relevant doc-

1Bilinear interpolation is used.

uments are located near the keywords, indicating
that our method preserves well the documents and
topics of interest. We summarize our contributions
as follows:

1. We propose a novel targeted visual topic
model, named FoTo2, for extracting and vi-
sualizing topics, documents that are relevant
to targeted aspects.

2. To integrate targeted aspects, we propose
modeling the pairwise document ranking
based on distances between documents and
keywords in the visualization space. We derive
a stochastic variational inference algorithm for
our proposed model.

3. We conduct extensive experiments on sev-
eral real-world short-text datasets. The results
show that FoTo consistently generates better
focused topics and visualization, as compared
to state-of-the-art models.

2. Targeted Visual Topic Modeling

2.1. Problem Definition

The input to the model are a corpus of N docu-
ments W = {w1, ...,wN} and a set of S targeted
aspects S = {a1, ..., aS} that a user wants to find
topics related to. Each aspect as is represented as
a set of keywords. A document wi is represented
as a bag of words. The main objectives are:

• The model finds all topics in the corpus, with
a focus on topics that are related to the given
targeted aspects. The model will return word
distributions of Z topics {βz}Zz=1 and topic dis-
tributions {θi}Ni=1 of documents.

• For visualization, we learn for each document
i a coordinate xi, and for each topic z a coordi-
nate ϕz. Here xi, ϕz ∈ RD, D = 2 or 3. Each
aspect s will be also assigned a coordinate πs

in the visualization. The distances between
documents, aspects and between topics, as-
pects in the visualization reflect how relevant
documents and topics are to aspects. The
closer documents and topics are to aspects,
the more relevant they are.

2.2. Integrating Topics and Visualization

FoTo utilizes word embeddings as supplementary
information for dealing with the sparsity in short
texts. Let V be a finite vocabulary from documents
and V = |V| is the size of the vocabulary. Each
word v ∈ V is represented by an embedding vector
ωv ∈ RE , where E is the dimensionality3 of the
word embedding vector. Let Ω ∈ RE×V be the
word embedding matrix where its column v is the

2https://github.com/sanujsriv/FoTo
3E = 300 in our experiments.

https://github.com/sanujsriv/FoTo
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word embedding ωv of the word v in the vocabulary.
Let X ∈ RN×D be the document coordinate matrix
where the row i is the visualization coordinate xi

of document i, and Φ ∈ RZ×D be the topic coor-
dinate matrix where the row z is the visualization
coordinate ϕz of topic z. Given word and topic em-
beddings, the topic word distribution βz is modeled
as a log-linear model as follows:

βz = softmax(Ω⊤τz + b) (1)

here τz is the embedding vector of topic z, and b
is the bias term. For visualization, we reduce the
dimension of τz by mapping it to the visualization
space using a feed-forward neural network: ϕz =
f(τz). The architecture of f is shown in the sup-
plementary material. Given document and topic
coordinates, the topic distribution θi of a document
i is defined using a softmax function over its nega-
tive Euclidean distances to all topics:

θiz = p (z|xi,Φ) =
exp

(
− 1

2 ∥xi − ϕz∥2
)

∑Z
z′=1 exp

(
− 1

2 ∥xi − ϕz′∥2
)
(2)

Intuitively, the closer the document is to a topic,
the higher probability that it is about that topic. To
visualize aspects, for each aspect s, we treat its set
of keywords as as a pseudo document. Besides
the keywords provided by users for each aspect
s, to improve the relevance of extracted topics, we
extend as to include more similar keywords that
can be found in the vocabulary. More specifically,
we add to as the top words in the vocabulary that
have the highest maximum cosine similarities to
keywords in as. In the experiments, we extend the
as until its length is equal to the average document
length of the corpus. Let a∗s be the extended as.
Since each aspect is now a pseudo document,
we can learn its visualization coordinate πs in the
same way as for normal documents.

2.3. Integrating Targeted Aspects via
Pairwise Document Ranking

To model the pairwise document ranking in the vi-
sualization w.r.t each aspect, we define the proba-
bility that an aspect s is more relevant to document
i than to document j as:

p(i >s j|xi, xj , πs) = σ

 exp
(
− 1

2 ∥xi − πs∥2
)

exp
(
− 1

2 ∥xj − πs∥2
)

(3)

here i >s j indicates that i is ranked higher than j
in terms of relevance to aspect s. When document
xi is closer to aspect πs than xj , the probability
that an aspect s is more relevant to document i
than to document j is higher.

We treat the ranking order as observed data
which can help improve the relevance of extracted
topics. In general, we can pass any available rank-
ing order of documents, either partial or complete,
to the model. If not passed by the user, the model
will infer the ranking order based on how many
keywords there are in the documents. A document
that contains more keywords should be ranked
higher than documents containing no or less key-
words. This assumption is very reasonable for
short texts. We note that our method does not
explicitly model the order between documents that
do not contain any keywords (i.e., the order is par-
tial), but let the document similarities inferred by
the topic model fill in the gaps. When working with
the extended as, the added keywords should not
have the same effects to the ranking order as orig-
inal keywords in aspect s. Therefore, we weight
the count of an extended keyword appearing in
the documents by its cosine similarity to the orig-
inal keyword. More specifically, we compute the
weighted sum of counts of keywords appearing
in each document i as in Eq. 4 and use that to
approximate the ranking order of documents.

csi =
∑
u∈a∗

s

max
v∈as

(cosine(ωu, ωv)) ∗ count(u,wi) (4)

Based on the above assumption, if csi is greater
than csj then we have i >s j. Documents do not
contain any keywords will have csi = 0 and hence
there are no explicit order between them.

2.4. Generation

Putting everything together, we propose the fol-
lowing generative process to integrate targeted
aspects, topics, and visualization:

𝑥 𝑧 𝑤

𝑀 𝑁

𝑍
𝜙 𝜏 𝛽 𝜔

𝑉

𝛾

𝜋

𝑅௜௝

𝑆

𝑧 𝑤

|𝑎௦|

Figure 2: The graphical model of FoTo.
1. For each topic z ∈ {1, 2, . . . , Z}

(a) Obtain its coordinate ϕz = f(τz)
(b) Obtain its word distribution: βz =

softmax(Ω⊤τz + b)
2. For each document n ∈ {1, . . . , N}

(a) Draw a document coordinate xn ∼
Normal (0, γI)

(b) For each word m ∈ {1, 2, · · · ,Mn}
i. Draw a topic

znm ∼ Multinomial
(
{P (z|xn,Φ)}Zz=1

)
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ii. Draw a wnm ∼ Multinomial (βz)
3. For each aspect s as a pseudo document:

(a) Draw its coordinate πs ∼ Normal (0, γI)
(b) For each word m ∈ {1, 2, . . . , |a∗

s |}
i. Draw a topic

zsm ∼ Multinomial
(
{P (z|πs,Φ)}Zz=1

)
ii. Draw a wsm ∼ Multinomial (βz)

(c) For each document pair (i, j), where i ̸= j,
1 ≤ i, j ≤ N :

i. Draw Rsij that indicates whether s is more
relevant to document i than to document
j: Rsij ∼ Bernoulli(p(i >s j|xi, xj , πs))

The corresponding graphical model is shown in
Figure 2. In this generative process, P (z|xn,Φ) is
the topic distribution and is computed as in Eq. 2.
In step 3c(i), p(i >s j|xi, xj , πs) is the probability
that an aspect s is more relevant to document i
than to document j and is computed as in Eq. 3.

2.5. Variational Inference

We estimate the parameters using the variational
inference approach (Kingma and Welling, 2014).
The parameters that need to be estimated are
Ψ = ⟨X,Φ,S,β, τ ⟩. Here, X,Φ,S are docu-
ment, topic, and aspect coordinates respectively.
β ∈ RZ×V is the topic-word probability matrix
where the row z is the word distribution βz, and
τ ∈ RZ×E is the topic embedding matrix where
its row z is the embedding vector τz. A document
i is represented as a row vector of word counts:
wi ∈ Z|V|

≥ and wv
i is the number of occurrences

of word v ∈ V in the document. The marginal like-
lihood of a document wi and its aspect ranking
order given coordinates of other documents X−xi

and aspect coordinates S is given by:

p(wi,Ri|X−xi
,Φ,β,S, γ) =∫

xi

p(wi|xi,Φ,β, γ)p(Ri|xi,X−xi
,S))p(xi|γ)dxi

=

∫
xi

 V∏
v=1

(
Z∑

z=1

p(v|z,β)p (z|xi,Φ)

)wv
i


 S∏

s

N∏
j ̸=i,Rsij=1

p(Rsij |xi, xj ,S)

 p(xi|γ)dxi

(5)

here β, p (z|x,Φ) are computed using Eq. 1 and
Eq. 2 respectively. Since each aspect s is con-
sidered as a pseudo document, the marginal likeli-
hood of ws is computed as follows:

p(ws|Φ,β, γ) =∫
s

 V∏
v=1

(
Z∑

z=1

p(v|z,β)p (z|πs,Φ)

)wv
s

 p(πs|γ)dπs

(6)

Since pseudo documents are aspects, they do not
have ranking orders modeled in Eq. 6. To estimate
the model parameters, we maximize the marginal
log-likelihood above for each document and aspect.
We have the following lower bound to the marginal
log-likelihood (ELBO) of a document wi:

L (η|X−xi ,Φ,β,S, γ) =

− DKL [q(xi|wi, η)∥p(xi|γ)]
+ Eq(xi|wi,η) [log p (wi|xi,Φ,β)]

+ Eq(xi|wi,η) [log p(Ri|xi,X−xi ,S))] (7)

Similarly, the lower bound to the marginal log-
likelihood (ELBO) of the pseudo document ws:

Ls (η|γ,Φ,β) =

− DKL [q(πs|ws, η)∥p(πs|γ)]
+ Eq(πs|ws,η) [log p (ws|πs,Φ,β)] (8)

where p(x|γ) = Normal (0, γI) is the prior dis-
tribution of document coordinate x, q(x|w, η) =
Normal (µ,Σ) is the variational distribution and µ,
diagonal Σ ∈ RD are outputs of the encoding feed-
forward neural network with variational parameters
η. The KL divergence between two Gaussians in
Eqs. 7 and 8 can be computed in a closed form as
follows:

DKL [q(x|w, η)∥p(x|γ)] = 1

2

(
tr
(
(γI)−1Σ

)
+ (−µ)

⊤
(γI)−1 (−µ)−D + log

|γI|
|Σ|

)
(9)

We approximate the expectations w.r.t q(x|w, η)
in Eqs. 7 and 8 with Monte Carlo integration:

Eq(x|w,η) [log p (w|x,Φ,β)] ≈ (10)

1

L

L∑
l=1

log p
(
w|x(l),Φ,β

)
=

1

L

L∑
l=1

log
(
θ(l)β

)
wT

Eq(xi|wi,η) [log p(Ri|xi,X−xi
,S)] ≈

1

L

L∑
l=1

log p(Ri|x(l)
i ,X

(l)
−xi

,S(l))
(11)

where x(l) = µ + Σ1/2ϵ(l), ϵ(l) ∼ Normal (0, I),
θ(l) ∈ RZ is a row vector of topic distribution, and
θ
(l)
z = p

(
z|x(l),Φ

)
is computed as in Eq. 24. Com-

puting Eq. 11 needs the coordinates of other doc-
uments X−xi

and aspect coordinates S. We per-
form the sampling for all documents xi, aspects
πs, and for every xi we compute Eq. 11 given the
sample l of coordinates of other documents, X(l)

−xi
,

and aspect coordinates S(l). For the whole corpus,

4In our experiments, L = 1 works well for all settings.



7410

we maximize the following final objective function:

L(Ψ) =

N,S∑
n=1

[
− 1

2

(
tr
(
(γI)−1Σn

)
+ (−µn)

T
(γI)−1 (−µn)

−D + log
|γI|
|Σn|

)
+ log

(
θ̂nβ

)
wT

n

]

+

S∑
s

N∑
i

N∑
j ̸=i,Rsij=1

log p(Rsij |xi, xj , Ŝ) (12)

where µn, diagonal Σn ∈ RD are outputs of the
encoding feed-forward neural network. In sum-
mary, the main steps of the inference algorithm
are shown in Algorithm 1 and Figure 3 shows the
inference network used for our proposed model.
As network settings, we set H1, H2, H3, H4 =
100, dropout rate as 0.2, relu as our activation
function, and we apply batch normalization to fully
connected layers of documents - fc3 , fc4 and
topics - fc7.
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Figure 3: Inference Network of FoTo.

Algorithm 1 Inference Algorithm of FoTo
Require: A corpus of N documents W =

{w1, ...,wN}
A set of S targeted aspects S = {a1, ..., aS}
Pairwise document ranking: R
Inference model: q(x|w, η)
Generative model: p (w, R|X,Φ,β,S), p(x|γ)

1: while notConverged() do
2: Sample a document w ∼ W
3: Obtain its pairwise ranking R
4: Estimate its posterior parameters (µ,Σ)
5: Sample x ∼ q(x|w, η)
6: Evaluate L(Ψ) in Eq. 12
7: Update η,Φ,S,β, τ using ADAM
8: end while

Time Complexity Analysis. In Algorithm 1, for
one epoch, the main bottleneck is in steps 4 and 6.
Step 4 is for computing µ, diagonal Σn ∈ RD which

are outputs of the encoding feed-forward neural
network with variational parameters η. Given the
inference network as in Figure 3, D = 2, 3 ≪ V ,
and assuming that H1, H2 are fixed, the complex-
ity of Step 4 is O((N+S)V ) where N is the number
of documents, S is the number of aspects, and V
is the vocabulary size. Step 6 is to compute the
loss function in Equation 12 whose complexity is
O((N + S)ZV + SNC) where Z is the number of
topics, H3, H4, E are fixed, and C is the number
of documents containing at least one of the key-
words. If S ≪ N , which is likely true because the
query is often short, and C ≪ N (e.g., when the
aspects of interest are rare), the asymptotic time
complexity of one epoch in Algorithm 1 is O(NZV )
which is linear in the number of documents, topics,
and vocabulary size.

3. Experiments

3.1. Datasets and Experimental Settings

We conduct comprehensive experiments on four
publicly available short text datasets of different
sizes and domains. BBC 5 includes 2,095 news ar-
ticles categorized into 5 classes. SEARCHSNIPPET
6 contains 12,076 web searched snippets from 8
different domains. YAHOOANSWERS (Zhang et al.,
2015) has 10 classes and contains 40,802 titles
and contents of questions from the Yahoo! An-
swers. NEWSCATEGORY7 has 145,304 news head-
lines and short descriptions from HuffPost from
2012 to 2022. They are grouped into 15 cate-
gories. The average document length is from 10-
14 words. The vocabulary size is 2k, 3k, 4k, 5k
for BBC, SEARCHSNIPPET, YAHOOANSWERS, and
NEWSCATEGORY respectively.

As in (Wang et al., 2016), for each dataset we
select 4 queries of different sizes. The selected
queries cover both popular and rare aspects. More
specifically, for each dataset, we select 4 queries
corresponding to the following templates: pp, rr,
ppr, prr. Here p is a keyword for a popular aspect,
and r is a keyword for a rare aspect. The popular-
ity and rarity of a word are based on its frequency
in the corpus. Here is the list of queries for all
datasets: 1) BBC: Q1 = {sector, corporate}, Q2 =
{law, immigration}, Q3 = {administration, policy, pub-
lic}, Q4 = {private, bank, debt}; 2) SEARCHSNIPPET:
Q1 = {biz, economics}, Q2 = {healthcare, fitness},
Q3 = {sporting, athlete, racing}, Q4 = {notebook,
microprocessor, disk}; 3) YAHOOANSWERS: Q1
= {lifestyle, school}, Q2 = {disease, diabetes}, Q3
= {musical, song, guitar}, Q4 = {youtube, social,
gaming}; 4) NEWSCATEGORY: Q1 = {republican,

5http://mlg.ucd.ie/datasets/bbc.html
6http://jwebpro.sourceforge.net/data-web-snippets.tar.gz
7https://www.kaggle.com/datasets/rmisra/news-category-dataset

http://mlg.ucd.ie/datasets/bbc.html
http://jwebpro.sourceforge.net/data-web-snippets.tar.gz
https://www.kaggle.com/datasets/rmisra/news-category-dataset


7411

election}, Q2 = {playoff, tournament}, Q3 = {family,
child, medicare}, Q4 = {kid, halloween, cartoon}.

For each query, we extend it by adding more key-
words as described in Section 2. We set dropout
rate = 0.2, γ = 1, learning rate = 0.001. The batch
size is set to 1000 for YAHOOANSWERS, NEWS-
CATEGORY and 250 for other datasets. For word
embeddings, we train skip-gram on all corpora
(Mikolov et al., 2013). We use Adam as the opti-
mizing algorithm. All models are trained with 1000
epochs and the results are averaged across 5 in-
dependent runs.

3.2. Baselines

We compare the following state-of-the-art methods:
• Targeted topic modeling: TTM (Wang et al.,

2016)8, QDTM (Fang et al., 2021)9. These
are targeted topic models designed for ex-
tracting topics relevant to aspects of inter-
est. For completeness, we also compare our
method with non-targeted topic models includ-
ing BerTopic (Grootendorst, 2022)10, ProdLDA
(Srivastava and Sutton, 2017)11, ETM (Dieng
et al., 2020)12, ASTM (Wang et al., 2018)13,
and TSCTM (Wu et al., 2022)14. Except for
BerTopic and ProdLDA, others are short-text
topic models. These models only extract top-
ics and do not generate visualization. There-
fore, to visualize documents, we use t-SNE to
visualize the topic distributions.

• Visual topic modeling: PLSV (Iwata et al.,
2008)15, and WTM for short texts (Kumar and
Le, 2021)16. These models can extract top-
ics and generate visualization of documents.
They are not targeted topic models.

• Targeted visual topic modeling: FoTo [this pa-
per]17. Our method learns both relevant topics
and focused visualization of short texts that
embeds queries, relevant documents and top-
ics in the same visualization.

Since we consider queries as pseudo-documents,
for a fair comparison, we pass them together along
with other normal documents as inputs to the base-
line models and extract similar documents. As
shown in the experiments, this approach is not
ideal because these models are still not enforced
to focus on the aspects of interest.

8https://github.com/shuaiwanghk/TTM
9https://github.com/Fitz-like-coding/QDTM

10https://github.com/MaartenGr/BERTopic
11https://github.com/hyqneuron/pytorch-avitm
12https://github.com/adjidieng/ETM
13https://github.com/wjmzjx/ASTM
14https://github.com/BobXWu/TSCTM
15https://github.com/dangpnh2/plsv_vae, (Pham and Le, 2020)
16https://github.com/sanujsriv/WTM
17https://github.com/sanujsriv/FoTo
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Figure 4: Comparison based on the sum of aver-
aged cosine similarity (SOAC).

3.3. Extracting Focused Topics

In this section, we show that, as a targeted topic
model, our method can extract quality focused top-
ics that are relevant to the targeted aspects. We
use the sum of averaged cosine to measure the
quality of the focused topics. For each original
aspect keyword, we compute its averaged cosine
similarity to top 10 words of a topic using word em-
beddings. We take the sum of this averaged cosine
similarity (SOAC) across all aspects. Since only a
few topics would be relevant to the query, for every
method, we take the average of SOAC values for
the top 5 topics that have the highest SOAC values.
We report the averaged results across queries and
runs in Figure 4. Although TTM and QDTM are
targeted topic models, their performance is quite
comparable to the other methods. This could be
because they are not designed for short texts. In
contrast, since FoTo is a targeted topic model for
short texts, it consistently achieves the highest
SOAC value in most settings, which demonstrates
that the topics extracted by FoTo are more relevant
to the query than that of the other methods. We
show some example relevant topics in Section 3.7.

3.4. Document Relevant Ranking in 2-D

A good focused visualization should preserve well
relevant documents in the visualization space.
Therefore, to measure the quality of the focused
visualization, we rely on the task of document rel-
evant ranking in visualization space. Based on
the locations of the aspects in the visualization
(i.e., πs), we extract the nearest documents to the
aspects in the visualization. Intuitively, a good

https://github.com/shuaiwanghk/TTM
https://github.com/Fitz-like-coding/QDTM
https://github.com/MaartenGr/BERTopic
https://github.com/hyqneuron/pytorch-avitm
https://github.com/adjidieng/ETM
https://github.com/wjmzjx/ASTM
https://github.com/BobXWu/TSCTM
https://github.com/dangpnh2/plsv_vae
https://github.com/sanujsriv/WTM
https://github.com/sanujsriv/FoTo
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Figure 5: AUCPR with TF-IDF ground truth.

focused visualization will put the most relevant doc-
uments close to the aspects. More specifically, we
rank the relevance of a document to the query by
its minimum distance to any one of the aspects
in the query. The result ranking will be compared
with ground-truth relevant documents and the area
under the Precision-Recall curve (AUCPR) is re-
ported. Higher AUCPR means better focused vi-
sualization. We use two different ways to obtain
ground-truth documents. The first way is using the
cosine similarity between TF-IDF vectors of doc-
uments and the query. The second way is using
DESM score that utilizes word embeddings to rank
documents (Mitra et al., 2016). We use top 100
documents as ground-truth documents.

Figure 5 shows averaged AUCPR across all
queries and runs with TF-IDF ground truth. TTM
outperforms the non-targeted topic models on BBC
and YAHOOANSWERS. However, since it is not a
joint model for visualization, its outperformance is
not consistent across all datasets. Contrarily, FoTo,
a joint model of targeted topic modeling and visu-
alization, consistently outperforms all baselines in
this task. The results show that FoTo generates
good focused visualization placing relevant docu-
ments close to the queried aspects. The example
visualizations shown in Section 3.7 will demon-
strate this further. For AUCPR with DESM ground
truth in Figure 6, we observe a similar trend.

3.5. k-NN Accuracy vs. AUCPR

In this task, we show that while extracting and visu-
alizing relevant topics and documents, our method
can still produce a good overview visualization
of all documents. To measure the quality of the
overview visualization, we rely on the document la-
bels and compute the k-nearest neighbors (k-NN)
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Figure 6: AUCPR with DESM ground truth.

classification accuracy in the visualization space.
A good overview visualization should group docu-
ments of the same label together, which therefore
will yield high k-NN accuracy. To see how meth-
ods balance the quality of overall visualization and
focused visualization, we plot k-NN vs. AUCPR
in Figure 7 (k = 50, Z = 50). FoTo is seen to be
on the top right, which shows that the overview
visualizations generated by our method are at par
with others while being better in terms of AUCPR.
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Figure 7: k-NN vs. AUCPR in visualization space.

3.6. Topic Coherence vs. SOAC

Topic coherence is a popular metric to evaluate the
quality of topic models. In this task, we show that
our method’s extracted topics are focused and co-
herent. We use the Normalized Pointwise Mutual
Information (NPMI) whose probabilities of words
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are estimated based on a large external corpus
(Lau et al., 2014). To see whether the quality of
focused topics affects the topic coherence, we plot
NPMI vs. SOAC in Figure 8. The results are av-
eraged across top 5 topics that have the highest
SOAC values and across topic settings. FoTo is
seen to be on the top right, which indicates that the
topics extracted by our method are coherent while
being more focused.
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Figure 8: Topic coherence NPMI vs. SOAC.

3.7. Topic and Visualization Examples

We present the qualitative analysis of FoTo in terms
of focused topics and visualization. Table 1 shows
the top 2 most relevant topics based on the top-
ics’ SOAC values by FoTo, TTM, and TSCTM on
SEARCHSNIPPET for the query {sporting, athlete,
racing}. The words in red are extended words that
are most similar to the queried keywords in terms
of cosine similarity. It is evident that topics pro-
duced by FoTo are more focused than the topics
extracted by other baselines because they contain
more red words.

Table 1: Top 2 most relevant topics on SEARCH-
SNIPPET for the query {sporting, athlete, racing}.

FoTo TTM TSCTM
Topic3 Topic9 Topic5 Topic2 Topic5 Topic9
sport game sport horse mlb movie
football news game yahoo forehand actress
game car online race volleyball cruise
news tennis ebay auto nba celebs
soccer match boxing sporting quarterfinal celebrity
league sport horseracing basketball nhl stranger
team racing olympics electronics league actor
player wheel portland save softball showtime
hockey tournament pool extra champion filmography
espn golf facility equipment ncaa julia

Figure 9 shows the visualizations of SEARCH-
SNIPPET by FoTo, WTM, TTM, and TSCTM for 50
topics on two different queries. On the left of Fig-
ures 9(a) and 9(b), FoTo gives a good overview of

the corpus by grouping similar documents together
with their topics. Moreover, it can preserve and
visualize topics, documents that are relevant to tar-
geted aspects. The right of Figures 9(a) and 9(b)
show how relevant documents are distributed. We
calculate the TF-IDF scores of documents w.r.t the
query and estimate the relevance density by aver-
aging the relevant scores of documents in a region.
As we can see, most of the relevant documents are
near the keywords, indicating that our method pre-
serves well the documents and topics of interest.
For TSCTM, WTM, and TTM, relevant documents
are more scattered and mixed with non-relevant
documents, as indicated by the lower document
relevance density near the keywords in the visual-
ization.

4. Related Work

Several short-text topic models have been devel-
oped (Yan et al., 2013; Zuo et al., 2016; Li et al.,
2016; Wang et al., 2018; Dieng et al., 2020). In
these models, one of the approaches is using word
embeddings as supplementary information to en-
rich the learned topics. ASTM (Wang et al., 2018)
further proposes an attention mechanism based
on word embeddings to segment words of a docu-
ment into different groups. A topic is then assigned
to each group to obtain more coherent topics. An-
other approach is to aggregate short texts into
pseudo-documents that are effective for topic learn-
ing (Zuo et al., 2016; Lin et al., 2020; Quan et al.,
2015). Recently, there have been methods that opt
contrastive learning for generating topic represen-
tations (Wu et al., 2022). We also have models (Sia
et al., 2020; Grootendorst, 2022) that cluster doc-
ument embeddings generated using pre-trained
transformer-based language models for learning
topic representations. These are not targeted topic
models and do not generate visualization.

There have been topic models for visualizing
long or short texts (Iwata et al., 2008; Le and Lauw,
2017; Kumar and Le, 2021). However, these mod-
els are not for focused analysis. Targeted topic
models can be used to tackle this problem (Wang
et al., 2016; Fang et al., 2021). They aim to extract
all topics relevant to aspects of interest given a
set of keywords. In another direction, given a set
of seed words, seed-guided topic models aim to
find a topic for each seed word (Meng et al., 2020;
Harandizadeh et al., 2022; Zhang et al., 2023; Lin
et al., 2023). Therefore, the number of extracted
topics is equal to the number of seed words. This is
different from targeted topics models which aim to
find all topics relevant to the given keywords. None
of these models learn embeddings of documents
and topics for visualization.
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(a) sporting , athlete, racing

(b) notebook, microprocessor, disk

Figure 9: Visualization of SEARCHSNIPPET by FoTo, WTM, TTM, TSCTM for different queries and their
relevance densities.

5. Conclusion

We propose a novel targeted visual topic model
for focused analysis of short texts. FoTo is a joint
model to extract and visualize topics, documents
that are relevant to targeted aspects. A unified
generative process is proposed to model topics,
document and topic embeddings, keywords, as
well as pairwise document ranking for visual fo-
cused analysis. The extensive experiments show
the effectiveness of our proposed model in terms
of targeted topic modeling and visualization. For
future work, we plan to extend the current model
for generalizing to general texts.
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