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Abstract
The steep increase in the number of scholarly publications has given rise to various digital repositories, libraries and
knowledge graphs aimed to capture, manage, and preserve scientific data. Efficiently navigating such databases
requires a system able to classify scholarly documents according to the respective research (sub-)field. However,
not every digital repository possesses a relevant classification schema for categorising publications. For instance,
one of the largest digital archives in Computational Linguistics (CL) and Natural Language Processing (NLP), the
ACL Anthology, lacks a system for classifying papers into topics and sub-topics. This paper addresses this gap by
constructing a corpus of 1,500 ACL Anthology publications annotated with their main contributions using a novel
hierarchical taxonomy of core CL/NLP topics and sub-topics. The corpus is used in a shared task with the goal of
classifying CL/NLP papers into their respective sub-topics.

Keywords: Corpus, taxonomy construction, annotation, field of research classification

1. Introduction

In recent years, there has been an exponential in-
crease in scientific publications (Fortunato et al.,
2018; Bornmann et al., 2021). As a result, a
wide range of established or emerging reposito-
ries, databases, knowledge graphs, and digital
libraries aim to capture and effectively manage
scientific knowledge. Notable examples include
the Open Research Knowledge Graph (ORKG, Ja-
radeh et al., 2019), the Semantic Scholar Academic
Graph (S2AG, Kinney et al., 2023), and the ACL An-
thology (Bird et al., 2008), which is tailored to Com-
putational Linguistics (CL). One fundamental task
of such repositories involves categorising scientific
knowledge into specific research fields and their
topics and sub-topics, which is a crucial prerequi-
site for tracking scientific progress adequately and
developing applications such as scientific search
engines and recommender systems.

However, when it comes to Computational Lin-
guistics and Natural Language Processing (NLP),
we note that although the ACL Anthology is a well-
known and comprehensive resource in this domain,
it does not follow a classification schema that labels
its publications into specific topics or sub-topics.
The lack of a classification complicates navigating
papers in the ACL Anthology and hinders develop-
ers in the field of scholarly information processing
from developing effective tools that assist CL/NLP
researchers and students.

We address this gap by constructing a corpus of
CL/NLP publications extracted from the ACL An-
thology (CC BY 4.0) annotated with the topics and
sub-topics to which they contribute. The corpus is
mainly constructed to deal with the task of Field of
Research Classification (FoRC) for the field of CL

and is thus named FoRC4CL. For the annotation
process, we propose and make use of a novel fine-
grained taxonomy that includes specific CL/NLP
topics and sub-topics. Our goal is to provide a first
stepping stone for a community-driven hierarchical
classification model of CL/NLP publications. Our
main contributions are:

• FoRC4CL, a human-annotated corpus of
1,500 CL/NLP publications according to their
topics.1

• Taxonomy4CL, a novel fine-grained taxonomy
of 170 CL/NLP topics and sub-topics in three
hierarchical levels that can be used for cate-
gorising publications in the CL/NLP field.2

• A foundation for the structured categorisation
of CL/NLP knowledge and research, which
could serve bibliometric studies, as well as
the development of CL/NLP research-assisting
tools.

We provide these resources to the CL/NLP com-
munity and would like to work with their feedback on
the expansion and extension of both Taxonomy4CL
and the FoRC4CL corpus. If this taxonomy (or a
similar one linked to it) is adopted by a CL/NLP
research repository, we aim for each author to cat-
egorise their own work so that the FoRC4CL cor-
pus can grow naturally. Additionally, the current
FoRC4CL corpus has recently been used for train-
ing and evaluating a shared task on hierarchical
fine-grained FoRC of CL publications (Abu Ahmad
et al., 2024).3

1https://zenodo.org/records/10777674
2https://github.com/DFKI-NLP/Taxonomy4CL
3https://nfdi4ds.github.io/nslp2024/

https://zenodo.org/records/10777674
https://github.com/DFKI-NLP/Taxonomy4CL
https://nfdi4ds.github.io/nslp2024/
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The remainder of this paper discusses related
previous work (Section 2), our methods in construct-
ing Taxonomy4CL (Section 3) and annotating the
FoRC4CL corpus (Section 4). We address the limi-
tations of our work (Section 5) and conclude with
remarks on future research (Section 6).

2. Related Work

Various research fields have developed standard
classification schemas that are utilised to label pub-
lications in a fine-grained manner. Examples in-
clude the Medical Subject Headings (MeSH)4 used
in PubMed (Canese and Weis, 2013) for the field
of medicine, the GESIS controlled vocabulary5

used in the Social Science Open Access Repos-
itory (SSOAR)6 for the field of social sciences,
the Physics Subject Headings (PhySH)7 used in
American Physical Society journals8 for the field
of physics, and the Mathematics Subject Classifi-
cation (MSC)9 used in the American Mathematical
Society10 publications for the field of mathematics.

While some ontologies and taxonomies that in-
clude CL/NLP topics exist, they are not definitive
or fine-grained enough to classify CL/NLP publica-
tions. For example, the Computer Science Ontol-
ogy (CSO, Salatino et al., 2018) has a subsection
dedicated to NLP, however, it was automatically de-
veloped with no human curation and thus contains
a lot of noise (e. g., statistical machine translation is
a child node of speech transmission with no clear
connection to other types of machine translation). It
also misses some core topics (e. g., specific classi-
fication tasks such as hate speech detection). The
ACM Computing Classification System (CSS, Rous,
2012) also has some labels related to NLP, but it
is not granular enough and does not cover many
core tasks such as sentiment analysis. PapersWith-
Code,11 an openly available resource that tracks
progress in machine learning, has a list of NLP
tasks. However, many of its related topics are not
interlinked and thus do not show the connections
across CL/NLP tasks (e. g., visual question answer-
ing is separate from question answering).

Finally, some efforts have been made to design
taxonomies specifically for CL/NLP, however, they
are more suitable for educational resources and
none of them have been used to label a large cor-

4https://meshb.nlm.nih.gov
5https://lod.gesis.org/thesoz/en/
6https://www.gesis.org/en/ssoar/home
7https://physh.org
8https://journals.aps.org
9https://mathscinet.ams.org/mathscinet/msc/

msc2020.html
10https://www.ams.org
11https://paperswithcode.com/area/

natural-language-processing

pus of publications in the field. CLICKER (Hingmire
et al., 2021) is a recent effort that developed a three-
level hierarchical taxonomy by extracting keywords
from CL/NLP lecture slides. This was then used
to build an educational platform with manually la-
belled lectures and tutorials. Another resource is
nn4nlp-concepts,12 which tracks concepts related
to neural networks and thus does not cover the
full research topics of CL/NLP. The NLP Index13

automatically tracks a limited non-hierarchical list
of NLP tasks but is not comprehensive enough,
missing topics such as low-resource languages.

3. Taxonomy Construction

Since no definitive, fine-grained classification
schema specific to CL/NLP exists, we developed
our own taxonomy by fetching the ca. 41,500 ab-
stracts classified as Computation and Language in
the arXiv dataset.14 We then ran BERTopic (Groo-
tendorst, 2022), a model that clusters similar topic
representations from a document corpus, on the
abstracts. For BERTopic, the default parameters
were used and the random state was set to 42. As
a result, more than 300 clusters were extracted,15

which we manually curated to 170 topics. The cri-
teria for excluding a topic were the following: 1. im-
possible to define the topic due to the ambiguity of
keywords; 2. keywords are misleading and do not
reflect the main topic of a paper; 3. the topic is too
narrow, appearing in less than ten papers in our cor-
pus. After manually filtering clusters of keywords,
we converted them to human-readable labels by
prompting ChatGPT16 as follows: “I extracted a
topic from Computational Linguistics scholarly pa-
pers. The topic is described by the following key-
words: keyword1, keyword2, keyword3, keyword4.
Based on the information above, extract a short
topic label in the following format: topic: <topic
label>”. We then constructed the hierarchical tax-
onomy manually, aligning it with: 1. ACM Subject
Classification17, 2. the Computer Science Ontology
(CSO), specifically, its NLP sub-branch18, 3. the

12https://github.com/neulab/nn4nlp-concepts
13https://index.quantumstat.com
14https://www.kaggle.com/datasets/

Cornell-University/arxiv
15The raw output is available at https:

//github.com/DFKI-NLP/Taxonomy4CL/blob/
main/data/results/BERTopic_output.csv, https:
//github.com/DFKI-NLP/Taxonomy4CL/blob/main/
data/results/doc_info_abstracts.csv

16https://openai.com/blog/chatgpt
17https://dl.acm.org/ccs
18https://cso.kmi.open.ac.uk/topics/natural_

language_processing

https://meshb.nlm.nih.gov
https://lod.gesis.org/thesoz/en/
https://www.gesis.org/en/ssoar/home
https://physh.org
https://journals.aps.org
https://mathscinet.ams.org/mathscinet/msc/msc2020.html
https://mathscinet.ams.org/mathscinet/msc/msc2020.html
https://www.ams.org
https://paperswithcode.com/area/natural-language-processing
https://paperswithcode.com/area/natural-language-processing
https://github.com/neulab/nn4nlp-concepts
https://index.quantumstat.com
https://www.kaggle.com/datasets/Cornell-University/arxiv
https://www.kaggle.com/datasets/Cornell-University/arxiv
https://github.com/DFKI-NLP/Taxonomy4CL/blob/main/data/results/BERTopic_output.csv
https://github.com/DFKI-NLP/Taxonomy4CL/blob/main/data/results/BERTopic_output.csv
https://github.com/DFKI-NLP/Taxonomy4CL/blob/main/data/results/BERTopic_output.csv
https://github.com/DFKI-NLP/Taxonomy4CL/blob/main/data/results/doc_info_abstracts.csv
https://github.com/DFKI-NLP/Taxonomy4CL/blob/main/data/results/doc_info_abstracts.csv
https://github.com/DFKI-NLP/Taxonomy4CL/blob/main/data/results/doc_info_abstracts.csv
https://openai.com/blog/chatgpt
https://dl.acm.org/ccs
https://cso.kmi.open.ac.uk/topics/natural_language_processing
https://cso.kmi.open.ac.uk/topics/natural_language_processing
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Figure 1: A sample of the developed CL taxonomy

PapersWithCode classification of NLP methods,19

4. the Oxford Handbook of Computational Linguis-
tics (Mitkov, 2022), and 5. Wikipedia articles on
CL/NLP tasks and methods. The final taxonomy20

has a three-level hierarchical structure, see Fig-
ure 1 for a sample.

Importantly, this approach is also applicable to
the development of taxonomies in and for other
scientific fields. The only prerequisite is at least
one larger article repository, which is perceived as
being representative of the overall research output
produced by the respective field.

4. Corpus Construction

To develop the dataset, we retrieved 1,500 ran-
domly selected English publications from the ACL
Anthology,21 spanning the years 2016 to 2022 (see
Figure 2). This timeframe was selected based on
our taxonomy construction process, in which we
observed a prominent surge in publications dur-
ing these years, signifying the relevance of the ex-
tracted topics to this period. The paper selection
process ensured randomness and proportionality
to venue size, with smaller venues receiving ap-
propriately scaled representation. The corpus en-
compasses 255 distinct venues, with the number
of papers per venue varying from 30 (main ACL
Conference) to one (e. g., GAMESandNLP, AI4HI,
NL4XAI, etc.), averaging approximately six papers
per venue. Each publication in the corpus is ac-
companied by the following metadata fields: ACL
Anthology ID, title, abstract, author(s), URL to the
full text, publisher, publication year and month, pro-
ceedings title, Digital Object Identifier (DOI), and

19https://paperswithcode.com/methods/area/
natural-language-processing

20https://github.com/DFKI-NLP/Taxonomy4CL/blob/
main/data/Taxonomy4CL/Taxonomy4CL_v1.0.0.json

21https://github.com/shauryr/ACL-anthology-corpus

Figure 2: Distribution of publication years in
FoRC4CL

venue (see Table 1 for a sample).22

To annotate the corpus with labels from Tax-
onomy4CL, we conducted an annotation project
with six Master students of CL. The selection cri-
teria for hiring the students as research assistants
were: 1. Excellent theoretical knowledge in CL/NLP
based on graded university courses, 2. Proficiency
in English at a high level, and 3. Preferably, prior
experience in annotation tasks. We used INCEp-
TION (Klie et al., 2018) as our annotation tool be-
cause of its web-based access, which allows for
multiple users and roles, as well as its function-
alities of overlapping labels and automatic inter-
annotator agreement (IAA) calculation (Borisova
et al., 2024). Annotators were able to view the ti-
tle and abstract of each paper before annotating
it, with a link to the full paper in PDF. While ab-
stracts typically provide insights into a publication’s
main contributions, the annotators were required
to consult the full PDF file, i. e., the whole paper,
as detailed information about constructed datasets
(e. g., language specifications) and model architec-
tures is often exclusively available therein. Before
starting the project, annotators underwent a train-
ing period that involved reading and familiarising
themselves with the guidelines and the taxonomy,
as well as two rounds of trial annotations in which
they worked on 50 random papers from the corpus.

The six annotators were divided into three pairs
each assigned 500 random documents to annotate.
After annotating, the documents were reviewed by
a curator who handled solving annotation conflicts
and approving the final annotations. Two curators,
the first and second authors of this paper, worked
on the project such that each curator was assigned
750 documents. The quality of annotations is eval-
uated based on IAA scores using Krippendorff’s

22The complete corpus is publicly accessible at https:
//zenodo.org/records/10777674

https://paperswithcode.com/methods/area/natural-language-processing
https://paperswithcode.com/methods/area/natural-language-processing
https://github.com/DFKI-NLP/Taxonomy4CL/blob/main/data/Taxonomy4CL/Taxonomy4CL_v1.0.0.json
https://github.com/DFKI-NLP/Taxonomy4CL/blob/main/data/Taxonomy4CL/Taxonomy4CL_v1.0.0.json
https://github.com/shauryr/ACL-anthology-corpus
https://zenodo.org/records/10777674
https://zenodo.org/records/10777674
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ACL ID Level 1 Level 2 Level 3

2020.crac-1.12
[‘Learning Paradigms’,
‘Data Management and Generation’,
‘Information Extraction’]

[‘Active Learning’,
‘Data Preparation’,
‘Coreference Resolution’]

[‘Annotation Processes’]

2021.privatenlp-1.3

[‘Information Extraction’,
‘Ethics’,
‘Model Architectures’,
‘Domain-specific NLP’]

[‘Transformer Models’,
‘Medical and Clinical NLP’] –

2021.case-1.4
[‘Domain-specific NLP’,
‘Learning Paradigms’,
‘Information Extraction’]

[‘NLP for News and Media’,
‘Unsupervised Learning’,
‘Event Extraction’]

–

Table 1: A sample of the FoRC4CL corpus (note that not all metadata fields are shown)

Level 1 Level 2 Level 3 Average
Pair #1 0.62 0.58 0.52 0.57

Pair #2 0.63 0.59 0.42 0.55

Pair #3 0.62 0.58 0.51 0.57

Average 0.62 0.58 0.48 0.56

Table 2: Inter-annotator agreement scores of pub-
lications’ main contributions using Krippendorff’s
alpha per annotation pair and taxonomy level.

Alpha for multi-label annotations on each of the
three taxonomy levels. According to Krippendorff
(2004), a score of at least 0.8 is considered a re-
liable quality threshold, and tentative conclusions
are acceptable with a score of at least 0.667.

However, it is important to note that this annota-
tion task is complex in many aspects. First, al-
though all the data is extracted from the same
source (the ACL Anthology), it covers a wide range
of different topics and venues, and thus the data is
diverse and heterogeneous. Additionally, CL/NLP
topics are frequently intertwined and interlinked,
resulting in similar labels in the taxonomy with sub-
tle differences (e. g., Adversarial Attacks and Ro-
bustness vs. Adversarial Learning under Learning
Paradigms), which may confuse annotators and
make it more difficult to choose an appropriate la-
bel. The varying difficulty of papers is also impor-
tant, as some annotated papers fit the taxonomy
perfectly, while others are more difficult and am-
biguous, oftentimes lying in the intersection of two
labels. Further, the large number of 170 labels it-
self is another complex factor, since this demands a
larger memory load and can affect annotators’ abil-
ity to distinguish between different labels or to miss
and forget about specific labels. Finally, although
we tried to hire annotators who are all on the same
level of domain expertise and have similar English
language skills, it is inevitable to have individual
differences in language understanding skills and
expertise in certain CL/NLP areas. These differ-

ences can result in biases and diverse outlooks
on the same publication, resulting in different an-
notations. These aspects have all been proven to
significantly affect the IAA score, making it chal-
lenging to achieve a relatively high number (Bayerl
and Paul, 2011; Ide, 2017).

Table 2 shows the IAA scores per pair of anno-
tators on each of the three taxonomy levels, the
overall average of which is 0.56. Notably, level 1
of the taxonomy consistently has the highest IAA
scores, averaging 0.62, most probably due to the
lower number of categories and their relative dis-
similarity. The annotators used 163 labels out of
the available 170, showing that the taxonomy has
good coverage of CL/NLP topics. The five most fre-
quently used labels are, in decreasing order, Data
Management and Generation, Low-resource Lan-
guages, Model Architectures, Domain-specific NLP,
and Data Preparation.

Upon completing their tasks, the annotators were
asked to participate in a questionnaire to clarify
their specific annotation methods. The findings re-
veal that the annotation guidelines23 were deemed
clear and easily comprehensible. However, 50%
of the annotators expressed that additional spe-
cific examples for each label in the taxonomy could
have been beneficial. Notably, all annotators unan-
imously affirmed that relying solely on the title and
abstract was insufficient for assigning labels to a
paper. Instead, they consistently consulted the In-
troduction, Methodology, and Conclusion sections,
identifying these as the most frequently referenced
when making annotation decisions.

5. Limitations

In terms of the proposed taxonomy, it is important
to note that although we believe it to be represen-
tative of the current core topics of CL/NLP, we are
aware of its limitations and summarise them as fol-
lows: 1. the taxonomy was built based on a limited

23https://github.com/DFKI-NLP/Taxonomy4CL/blob/
main/data/forc4cl-annotation-guidelines.pdf

https://aclanthology.org/2020.crac-1.12/
https://aclanthology.org/2021.privatenlp-1.3/
https://aclanthology.org/2021.case-1.4/
https://github.com/DFKI-NLP/Taxonomy4CL/blob/main/data/forc4cl-annotation-guidelines.pdf
https://github.com/DFKI-NLP/Taxonomy4CL/blob/main/data/forc4cl-annotation-guidelines.pdf


7393

number of papers from a specific repository, and
2. it was constructed semi-automatically and is thus
subjective and cannot keep up with emerging topics
in CL/NLP. For this reason, the taxonomy is pub-
lished as a resource for the community, and we plan
to expand it in the future based on feedback. This
process has already started during the project, as
annotators provided us with label suggestions ac-
cording to frequently appearing topics not covered
by our taxonomy. Examples include Natural Lan-
guage Inference (NLI), Software/Toolkit Develop-
ment, and Explainability. In addition, two CL/NLP
experts not familiar with the project reviewed the
taxonomy and expressed opinions regarding the
naming of specific labels, adding more labels, and
re-ordering some hierarchy structures, which were
all taken into account. Another idea for addressing
these limitations is running the same topic mod-
elling approach on new CL/NLP papers as they are
published in different venues every few years and
adjusting the taxonomy accordingly.

Regarding the constructed corpus, the main limi-
tation lies in the inherent bias of the annotators’ and
curators’ personal background and expertise in the
CL/NLP domain. In the future, if our taxonomy is
enriched and deployed on a larger scale, the idea
is for authors to label their own papers since they
are most familiar with their own topics and contri-
butions, making the FoRC4CL a naturally growing
resource as research in CL/NLP develops.

6. Conclusions

In this paper, we introduce our work of constructing
FoRC4CL, a corpus of CL/NLP scholarly publica-
tions annotated with the topics and sub-topics of
their main contributions. In order to annotate pub-
lications, we propose Taxonomy4CL, a taxonomy
with the most prominent CL/NLP topics utilising
topic modelling approaches. We publish this tax-
onomy publicly to gather feedback from the wider
CL/NLP research community and expand it in the
future. The FoRC4CL corpus is also publicly avail-
able and is used in a shared task (Abu Ahmad et al.,
2023) that tackles the multi-label hierarchical clas-
sification problem of CL/NLP articles (Abu Ahmad
et al., 2024). This paper showcases a first stepping
stone to assist researchers working on scholarly
information processing to develop systems and ap-
plications that assist CL/NLP researchers. Future
work can utilise our corpus for tasks such as struc-
tured information extraction of scientific artefacts
from articles, recommender systems, and scientific
search engines.

7. Ethical Statement

FoRC4CL does not contain any sensitive or per-
sonal information and is collected from open-source
resources. Annotators were compensated through
a typical payment scheme and have been informed
about the further use of the annotations.
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