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Abstract

The goal of few-shot relation extraction is to predict relations between name entities in a sentence when only a
few labeled instances are available for training. Existing few-shot relation extraction methods focus on uni-modal
information such as text only. This reduces performance when there is no clear contexts between the name entities
described in text. We propose a multi-modal few-shot relation extraction model (MFS-HVE) that leverages both
textual and visual semantic information to learn a multi-modal representation jointly. The MFS-HVE includes semantic
feature extractors and multi-modal fusion components. The MFS-HVE semantic feature extractors are developed
to extract both textual and visual features. The visual features include global image features and local object
features within the image. The MFS-HVE multi-modal fusion unit integrates information from various modalities using
image-guided attention, object-guided attention, and hybrid feature attention to fully capture the semantic interaction
between visual regions of images and relevant texts. Extensive experiments conducted on two public datasets

demonstrate that semantic visual information significantly improves performance of few-shot relation prediction.
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1. Introduction

Relation extraction aims to predict the relation be-
tween two name entities in a sentence. To alle-
viate the reliance on high-quality annotated data,
few-shot learning has drawn more attention, re-
quiring only a few labeled instances for training
to adapt to new tasks. Existing few-shot relation
extraction methods can be roughly divided into
two categories. One category involves methods
only using plain text data, without any auxiliary
information. For example, meta-learning models
prototypical networks (Gao et al., 2019), siamese
neural networks (Yuan et al., 2017) are trained with
only a few examples for each class to extract rela-
tions. The other category introduces external data
sources such as relation information (Liu et al.,
2022a,b), concepts of entities (Yang et al., 2021),
side information (Gong and Eldardiry, 2021), exter-
nal datasets (Geng et al., 2020), and graphs (Qu
et al., 2020), to compensate the limited information
in the above methods, to enhance the performance
in few-shot relation extraction.

Dimitrie Popescu (born
10 September 1961 in

- Straja) is a retired

Romanian rower.

Detected Objects:
person, boat

— Relation: <Dimitrie
Popescu, sport, rower>

Figure 1: An example of multi-modal relation ex-
traction based on visual information.

However, these methods mainly explore single-

modality text-based data and may suffer a signifi-
cant performance decline when texts lack contexts.
For example, in Figure 1, given two name entities
‘Dimitrie Popescu’ and ‘rower’, it is difficult for text-
based models to detect the relation ‘sport’ without
other supplementary information because the word
‘sport’ or other similar words does not appear in the
text. As a result, uni-modal models will incorrectly
extract the relation ‘winner’ or ‘candidate’ of the two
name entities according to the short given textual
sentence. Even models using external information
such as knowledge graphs or related words with
similar meanings still can not correctly extract the
relation due to the limited information in short given
textual sentences.

Therefore, we question that Can visual informa-
tion be a good external source to supplement the
missing contexts in textual sentences for few-shot
relation extraction? In the above case, we can eas-
ily classify the relation into ‘winner’ from the guid-
ance of an image showing that a person is holding
a trophy. Utilizing visual information to support con-
textual information for texts involves multi-modal
learning. However, fusing information from different
modalities is also a challenging task. First, simply
concatenating textual and visual features without
considering semantic information may even have
a negative impact on the performance as shown
in Sec. 4.4. For example, in Figure 1, the multi-
ple people’s faces in the background are noise for
the image with the relation ‘sport’. Second, ex-
isting multi-modal models (Sec. 2.2) mainly focus
on fusing global visual features with text without
considering the semantic information of visual ob-
jects in images. In Figure 1, visual objects such as
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‘person’ and ‘boat’ contain essential information to
the relation ‘sport’.

To address these challenges, we propose a
Multimodal Few-Shot model based on Hybrid
Visual Evidence (MFS-HVE) for relation extraction.
We first generate the representations through the
textual feature extractor in Sec. 3.2.1 and the visual
feature extractor in Sec. 3.2.2. We consider the
visual representations from both the local perspec-
tive in low resolution (Sec. 3.3.2) and the global
perspective in high resolution (Sec. 3.3.1). To be
more specific, a local feature vector is the embed-
ding of the objects detected from the image, and a
global feature vector is the embedding of the whole
image. Because local features only focus on ob-
jects, global features can overcome the problem of
sparsity with more information; however, they may
probably contain noise (irrelevant information). We
integrate both local features and global features to
solve the problem of sparsity and noise.

Secondly, inspired by the cross-modal attention
mechanism (Yu et al., 2021), we propose a multi-
modal fusion unit including image-guided atten-
tion, object-guided attention, and hybrid feature
attention to integrating semantic information from
different modalities at both global and local lev-
els. From the global perspective, image-guided
attention based on the scaled dot-product atten-
tion (Vaswani et al., 2017) combines global feature
vectors from the image with texts to capture the
semantic interaction between visual regions of im-
ages and texts. From the local perspective, object-
guided attention fuses objects detected from the
image with relevant name entities from the textual
sentences. Then the hybrid feature attention fuses
all textual and visual information, including global
image features and local object features. The hy-
brid feature attention generates a weight vector,
multiplied by the multi-modal representations.

Finally, we concatenate text features, image-
guided features, and object-guided features
through a cross-modality encoder to generate the fi-
nal multi-modal representations. Each relation rep-
resentation is calculated based on the prototypical
networks (Snell et al., 2017). Next, based on the
prototypical networks (Snell et al., 2017), we com-
pute the mean value of all multi-modal support vec-
tors as the prototype to represent each relation. Be-
cause of the hierarchical structure of the detected
objects and name entities discussed in Sec. 3.3.3,
hyperbolic distance is calculated between multi-
modal query representations and prototypes to
predict the relation. We conduct extensive experi-
ments on two public datasets MNRE (Zheng et al.,
2021a) and FewRel (Han et al., 2018) to evaluate
whether semantic visual information can supple-
ment the missing contexts in textual sentences for
few-shot relation extraction. FewRel is a uni-modal

dataset containing only text, we crawl the image
automatically by icrawler ' for each instance to pro-
vide visual information, which can facilitate future
research on multi-modal few-shot relation extrac-
tion. Details are introduced in Sec. 4.1.By compar-
ing MFS-HVE with some state-of-the-art uni-modal
few-shot relation extraction models and some multi-
modal fusion methods with the same feature ex-
tractors, we show that, in general, models with
multi-modal information perform better than the
text-only models. We also conduct ablation stud-
ies and parameter sensitivity studies to learn the
impact of each attention and function. The contri-
butions of this paper can be summarized as:

» We propose the first approach (MFS-HVE) for
multi-modal few-shot relation extraction. Ex-
isting models for few-shot relation extraction
only focus on a single data modality.

* MFS-HVE combines information from differ-
ent modalities through image-guided attention,
object-guided attention, and hybrid feature at-
tention to integrating semantic visual informa-
tion and textual information.

» We conduct extensive experiments on two pub-
lic datasets. The experimental results show
that introducing visual information can supple-
ment the missing contexts in textual sentences
for the few-shot relation extraction task.

2. Related Work
2.1.

Recent studies of few-shot relation extraction fo-
cused on metric-based representative methods.
For example, the prototypical network learns a
prototype for each relation via instance embed-
dings (Gao et al., 2019; Ye and Ling, 2019; Bal-
dini Soares et al., 2019; Hui et al., 2020). Siamese
neural network learns the metric of relational sim-
ilarities between pairs of instances (Yuan et al.,
2017; Gao et al., 2020). Additional data sources
are also used to help improve the performance
in few-shot learning. Meta information such as
relation information (Dong et al., 2020; Liu et al.,
2022a,b; Zhenzhen et al., 2022; Dou et al., 2022; Li
and Qian, 2022; Zhang and Lu, 2022), concepts of
entities (Wang et al., 2020b; Yang et al., 2021), ad-
ditional auxiliary information (Gong and Eldardiry,
2021), knowledge from cross domains (Geng et al.,
2020), data augmentation (Qin and Joty, 2022;
Gong and Eldardiry, 2023), and global graphs
of all relations (Qu et al., 2020) are considered
as prior information to establish connections be-
tween instance-based information and conceptual

Few-shot Relation Extraction

"https://icrawler.readthedocs.io/en/latest/
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Figure 2: The overview of MFS-HVE. Details of multi-modal fusion is introduced in Sec. 3.3 and Figure 3

semantic-based information. However, the above
studies only explore uni-modal text data. Different
from these studies, we propose utilizing different
data modalities, including both textual information
and visual information, to supplement the missing
semantics in texts.

2.2. Few-Shot Multi-Modal Fusion

Few-shot multi-modal fusion extracts relevant infor-
mation from different modalities and integrates in-
formation collaboratively. MNRE is the first dataset
developed for multimodal relation extraction (Zheng
et al., 2021c). Existing few-shot multi-modal fu-
sion has been studied in the areas of visual ques-
tion answering (Tsimpoukelli et al., 2021; Naj-
denkoska et al., 2023; Jiang et al., 2023), image
caption (Alayrac et al., 2022; Moor et al., 2023),
action recognition (Wanyan et al., 2023; Ni et al.,
2022), sentiment analysis (Yang et al., 2022), and
so on. Studies have demonstrated that the perfor-
mance of these tasks can be improved by fusing
information from different modalities in few-shot
learning (Lin et al., 2023). Inspired by these works,
we consider fusing visual information for few-shot
relation extraction to provide the missing context
in texts. The only work on few-shot relation ex-
traction focuses on social relation extraction, in
which relations describe connections only between
people (Wan et al., 2021a). Besides, the dataset
in (Wan et al., 2021a) is not in English and includes
a limited number of classes, and is therefore not
sufficient to conduct 10-way-K-shot learning ex-
periments. Considering the above limitations, we
focus on few-shot general relation extraction that
is conducted on (1) a re-splitted MNRE dataset to
satisfy few-shot learning, and (2) a subset of the
FewRel dataset, where we collected corresponding
images, to explore relation extraction in FSL.

3. Methodology

Figure 2 shows the architecture of MFS-HVE for
few-shot relation extraction. It consists of Semantic
Feature Extractors and Multi-Modal Fusion. We
describe these parts in detail below, starting with
problem formulation.

3.1. Problem Definition

We follow the N-way-K-shot definition and settings
of few-shot learning from (Gao et al., 2019) to con-
duct our experiments. The N-way-K-shot setting
means N classes with K examples of each. Typ-
ically K is no more than 10. There is no overlap
between the classes in training data and testing
data. For the multi-modal few-shot relation extrac-
tion task, we tend to classify the relation between
two name entities based on text and image inputs.
Let the input dataset represented by a set of tu-
ples (x;, hi, t;,yi,r;), where z; is a sentence, h; is
a head entity, ¢; is a tail entity, y; is the correspond-
ing image and r; is the relation between h; and ¢;.
Our goal is to train a few-shot learning model M
to learn the representation function for the above
tuples so that when randomly given support set
with N relations and corresponding K tuples (NK
tuples in total) as well as a query set with the same
N relations and Q tuples, the model M can predict
the relations in the query set base on the given sup-
port set. M is learned by minimizing the semantic
distance between the input embedding from the
support set and the embedding from the query set.
At test time, we use a different set of relations and
evaluate performance on the query set, given the
support set.

3.2. Semantic Feature Extractor

Each instance contains a text message and a cor-
responding image for relation extraction. The text
is the input for the textual feature extractor, and the
image is the input for the visual feature extractor.
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3.2.1. Textual Feature Extractor

For the textual feature extractor, we use a pre-
trained language model BERT (Devlin et al., 2019)
as the sentence encoder to generate the contex-
tual representation. Two unique tokens [CLS] and
[SEP] are appended to the first and last positions.
The input text message is first tokenized into word
pieces, and the positions of the name entities are
marked by four special tokens [SEP] at the start
and end of each entity mentioned in the relation
statement of (Baldini Soares et al., 2019). Then
output representation of the textual feature extrac-
tor r; can be formulated as follows:

v; = fo(xi, h,t) (1)

ry = tanh(W - v; + b) (2)

where v; is the output of sentence encoder, f; is
BERT encoder, z; is the input sentence, and h
and ¢ are head and tail entities, respectively. A
fully-connected layer is added after BERT encoder,
where W € R256%768 and b € R?5¢ are trainable.

3.2.2. Visual Feature Extractor

Object Feature Representation Object-level
features are considered as the semantic infor-
mation of the objects appearing in the image in-
stead of the features of the whole image. For
relation extraction tasks, a relation happens be-
tween the two name entities. Different from other
multi-modal representation tasks, semantic infor-
mation of the objects appearing in the images is
of great importance. To extract objects from im-
ages, we utilize the pre-trained object detection
model Yolo (Bochkovskiy et al., 2020) to recog-
nize the objects in the images. We consider the
top K frequent objects detected in the images to
be the object labels because, in most cases, only
the salient objects in the images are related to
the name entities. Then, we transform the object
labels into object embeddings to augment the se-
mantic information of the two name entities and
address the problem of semantic disparity of differ-
ent modalities. The representation of object-level
features r, can be expressed as:

0= gs(yi) (3)

To = fg(00) © - @ fo(ok) (4)

where g, denotes the object detection model, y;
is the input image, {0g, 01, , 01} € o, indicating
the objects detected in the image, f; is the object
embedding encoder and & denotes concatenation.

Image Feature Representation The global im-
age features are extracted from ResNet18 (He
et al., 2016). We use features from the last layer
to produce the global vector. We then transform
each feature vector into a new vector with the same
dimension as the representation of the textual fea-
tures using a single-layer perception. The repre-
sentation of image-level features r; is:

vi = he(ys) (5)

r; = tanh(W - v; + b) (6)

where h,; denotes the image encoder, y; is the
input image, W € R2?°6x512 and b € R?%% are train-
able weights and bias.

3.3. Multi-Modal Fusion
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Figure 3: Detailed structure of multi-modal fusion.

The architecture of our proposed multi-modal
fusion is shown in Figure 3, including image-guided
attention, object-guided attention, and feature-level
attention.

3.3.1. Image-Guided Attention

A cross-modal attention layer can provide a more
sophisticated fusion between different modali-
ties (Sun et al., 2020). Hence, we design a cross-
attention layer module that combines the images
and texts to capture the semantic interaction be-
tween visual regions of images and texts. As
shown in Figure 3, the cross-modal attention layer
is image-guided attention, which is calculated by
combining Key-Value pairs from one modality with
the Query from another modality. Specifically, the
multi-modal representation is computed based on
a modified version of the Scaled Dot-Product At-
tention (SA) (Vaswani et al., 2017). The attended
feature for images fi = GA(q;, k¢, v¢) is obtained
by reconstructing ¢; using all samples in v, for their
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normalized cross-modal similarity to ¢;. The image-
guided attention unit is:

(WD) i
@)

where Wq, Wg, Wy are trainable query, key and
value parameters and dy, is the dimension of key
vectors. Note that queries are from visual images,
while keys and values are from text.

For each instance, the textual representation
r, € R™*4 s obtained through Equation 2 and
image representation is obtained through Equa-
tion 6. We first input the textual representation r;
and image representation r; into fully connected
layers, respectively. Then, the image-guided atten-
tion unit models the pairwise relationship between
the paired sample < r,r; >, where r; guided the
attention learning for r,. The new image-guided
feature vector related to r; based on the cross-
modal attention can be expressed as:

GA(gq, k,v) = softmax((

7; = Layer Norm(ry + GA(r;, re, 7)) (8)

where LayerNorm is used to stabilize the training.

3.3.2. Object-Guided Attention

Name entities in the textual sentence are always
related to some objects detected from the input
image. As shown in Figure 3, we propose an
object-guided attention unit to fuse relevant words
(name entities) and visual regions (objects). Given
a textual feature r, obtained from Equation 2 and
a local object feature r, obtained from Equation 4,
we feed these features into a single neural network
layer followed by a softmax function to generate
the attention distribution over the objects:

vr, = tanh(Wy,re @ (W 1o+ by,)) 9)

ar, = softmax (W, vy, + bg,) (10)

where r; € R?, r, € RY, W, , W,.,, W,,, b,, and
b,, are all trainable weights and bias. & denotes
concatenation. Based on the attention distribution
at, the new object vector 7, related to r, is:

To = E Qpr,To

3.3.3. Hybrid Feature Attention

(11)

As shown in the middle of Figure 3, the hybrid fea-
ture attention fuses text information, global image-
guided visual information, and local object-guided
information, highlighting the important dimensions
in the joint feature space to alleviate feature spar-
sity. For few-shot relation extraction, only a few
instances in the support set are used for training
so that the features extracted from the support

set suffer from the problem of data sparsity. The
feature-level attention generation block contains
one concatenation layer, two or three 2D convolu-
tional layers, and two or three activation functions,
which can pay more attention to those more dis-
criminative features when computing the space
distance.

For space distance, studies show that hyperbolic
spaces, where suitable curvatures match the char-
acteristics of data, can lead to more generic em-
bedding spaces (Gao et al., 2021; Liu et al., 2020).
In the example shown in Figure 1, the detected
object ‘person’ is the hypernym of the name entity
‘Magic Johnson’ in the text. Thus, we adopt hy-
perbolic distance with feature-level attention in our
networks to preserve such hierarchical structure:

Is1 — s2|°
)

d(s1,82) = a;-cosh™ (142
(or:02) O P — el

(12)
where «; is the score vector for relation r; calcu-
lated via the hybrid feature attention shown in Fig-
ure 3. By multiplying the hybrid feature attention
weight by the support and query embeddings, we
make the distance metrics better fit the given sup-
port sets and relations.

3.4. Model Training

The objective of training MFS-HVE is to minimize
the distance between each instance embedding
Lz @nd the relation embedding P (S). A
cross-modality encoder concatenates the three
vectors: sentence embedding r;, object-guided
textual embedding r,, and image-guided textual
embedding 7;, to yield the multi-modal represen-
tation. Then, a fully connected layer is added to
refine the multi-modal representation. The final
multi-modal instance embedding L.+ iS:

Lmulti = tanh(Wmulti . (Tt S¥ TAO S¥ 7:1) + bmulti) (1 3)

where Wi, and by,,04; are trainable.

Given support set S in the N way K shot setting,
we compute a prototype for each of the N relations
R in S based on the multi-modal representations
L Of K tuples. To be more specific, the proto-
type representation P,,.;::(.S) for R is shown as:

K
1
Pmulti(s) = E § Lmulti (14)
=1

To predict the final relation among N ways, hy-
perbolic distance d as shown in Equation 12 is
calculated between a query instance and each
prototype Py...i+:(S). Then, a softmax function is
applied over the distance vector to generate a prob-
ability distribution on relations. More precisely, the
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probabilities of the relations for a query instance ¢
are computed as:

exp(—d((Lmuiti), Pm(S)))

SV eap(—d((Lumui). Pi(S)))
(15)

Pr(y = ril) =
where d(-) is the hyperbolic distance.

4. Experiments

We conducted experiments with ablation studies,
case studies, and parameter sensitivity experi-
ments on two public datasets: MNRE and FewRel,
to show that integrating semantic visual information
with object-level and global feature-level attention
mechanisms can help improve the performance.

4.1. Datasets

In our experiments, we evaluate our model 2 over

Table 1: The statistics of each dataset.

#instances #relations avg. len.
MNRE 15,484 23 16.67
FewRel 56,000 80 24.95
FewRelsma 3,703 80 23.90

two widely used datasets: MNRE (Zheng et al.,
2021a), FewRel (Han et al., 2018), and a sub-
set of FewRel, which includes only clean images.
FewRel is a balanced dataset, and MNRE is an
unbalanced dataset. The statistics of MNRE and
FewRel datasets are shown in Table 1. We de-
scribe each dataset and dataset construction in
detail in Appendix 8.1. For the MNRE dataset, we
randomly re-split the original supervised MNRE
dataset to ensure that there is no overlap of rela-
tions between the training set and testing set. For
FewRel and FewRelsm, datasets, we follow the
same training and validation set.

4.2. Baselines and Evaluation Metrics

We compare our model with six only text-
based models: Siamese (Koch et al.,, 2015),
Proto (Snell et al., 2017), SNAIL (Mishra et al.,
2018), GNN (Satorras and Estrach, 2018), ML-
MAN (Ye and Ling, 2019), MTB (Baldini Soares
et al., 2019) and eight text-based models with ex-
ternal information: REGRAB (Qu et al., 2020),
ZSLRC (Gong and Eldardiry, 2021), Concept-
FERE (Yang et al., 2021), MapRE (Dong et al.,
2021), HCPR (Han et al., 2021), GM_GEN (Li
and Qian, 2022), FAEA (Dou et al., 2022) and
SimpleFSRE (Liu et al., 2022b). For multi-modal

2Code is available: https://github.com/gjiaying/
MFS-HVE

fusion baselines, we considering fusing the infor-
mation from different modalities at different levels.
The early fusion includes Concatenation (Wan
et al., 2021a), and Circulant Fusion (Gong et al.,
2023). The mid-level fusion includes Deep Fu-
sion (Wang et al., 2020a), Dual Co-Att (Liu et al.,
2021), and Protomuitimodal (Ni €t al., 2022). We
follow the same settings as (Qu et al., 2020) to
run the experiments. The evaluation metric is the
Accuracy (Acc.) of query instances.

4.3. Parameter Settings

Table 2: Parameter Settings

Parameter Value
Textual Information Dimension d; 512
Visual Information Dimension d,, 128
Object Information Dimension d, 256
Batch Size 1
Initial Learning Rate « 0.1
Weight Decay 107°
Dropout 0.2
Sentence Max Length 128
Objects Number 2

For the hyperparameter and configuration of
MFS-HVE, we implement MFS-HVE based on the
PyTorch framework and optimize it with AdamW
optimizer. We report the result based on a five-
times run of the experiment. GPU of 16G memory
is needed for the training process. The training
time is around 5-6 hours depending on the com-
puting resource. For the sentence encoder, we
initialize the textual representation by pre-trained
BERT (Devlin et al., 2019) and set the dimension
size at 768. Then we follow (Baldini Soares et al.,
2019) to combine the token encodings of the entity
mentioned in the sentence. For the image encoder,
we initialize the visual representation by pre-trained
ResNet18 (He et al., 2016) and set the dimension
size at 512. For the object encoder, we employ
50-dimensional GloVe (6B tokens, 400K vocabu-
lary) (Pennington et al., 2014) for word embeddings
of the objects detected from the image. Table 2
shows other parameters used in the experiment.

4.4. Results and Discussion

4.4.1. Main Results

The experiment results of few-shot learning on
MNRE and FewRelgma are shown in Table 3 with
the average of five times run. Because some re-
lations have less than ten instances in MNRE, it
is impossible to run 5-shot experiments on MNRE.
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Table 3: Results of Accuracy Comparison Among Models (%) on MNRE and FewRelgmq Datasets.

MNRE FewRelsmal
Modality Model 5-Way 10-Way | 5-Way 5-Way 10-Way 10-Way

1-Shot  1-Shot | 1-Shot 5-Shot 1-Shot 5-Shot

GNN (Satorras and Estrach, 2018) | 29.08  22.53 46.38 70.45 28.74 62.07

Snail (Mishra et al., 2018) 30.90 19.43 | 40.16 60.07 21.19 47.56

Only Text Siamese (Koch et al., 2015) 36.08 26.50 | 62.74 73.92 4217 65.05
MLMAN (Ye and Ling, 2019) 35.08 29.06 63.47 74.47 61.86 72.58

Proto_BERT (Snell et al., 2017) 49.75 33.57 | 7564 84.64 64.17 75.27

MTB (Baldini Soares et al., 2019) 46.02 32.35 | 76.38 86.27 65.27 73.81

ZSLRC (Gong and Eldardiry, 2021) | 45.65 32.23 | 71.82 81.74 64.88 71.81
ConceptFERE (Yang et al., 2021) - - 75.86 83.38 68.38 76.06

REGRAB (Qu et al., 2020) - - 7853 84.96  70.65 78.00

Text+Others HCRP (Han et al., 2021) 31.10 1045 | 78.04 84.68 69.54 77.91
MapRE (Dong et al., 2021) 5192 35.20 | 79.44 85.60 70.71 78.84

GM_GEN (Li and Qian, 2022) 52.58 35.82 60.04 73.74 42.22 59.23

FAEA (Dou et al., 2022) 5214  33.37 | 80.80 87.94 71.30 79.29
SimpleFSRE (Liu et al., 2022b) 50.32 35.05 | 80.84 87.46 71.67 80.14

Concat (Wan et al., 2021a) 40.17 29.83 | 7410 84.69 66.08 75.95
CirculantFusion (Gong et al., 2023) | 38.39 29.19 | 73.21 83.58 65.11 76.29

Text+Image DeepFusion (Wang et al., 2020a) 48.27 33.28 | 78.38 86.76 66.36 76.08
Protomuiimoeda (Ni €t al., 2022) 50.84 34.10 | 77.18 86.28 68.19 78.29

Dual Co-Att (Liu et al., 2021) 5252 35.62 | 77.60 87.24 68.69 78.54

MFS-HVE 54.88 36.62 | 81.32 89.65 69.52 80.55

because we need five instances for the support set
and the same number of instances for the query
set. Thus, we only run 1-shot experiments on
MNRE. FewRel is a public dataset with only textual
information. We crawl the image relevant to each
textual instance to construct a few-shot multi-modal
dataset: FewRelsmai, which is a subset of FewRel,
including only clean images. Note that the base-
lines of multi-modal fusion works are implemented
based on MTB (Baldini Soares et al., 2019) to have
a fair comparison in few-shot relation extraction.

From Table 3, we observe that models integrat-
ing external information (labels, graphs, images,
etc) perform much better than only text-based mod-
els. Models fusing semantic visual information can
help improve the performance, but the performance
highly depends on the fusion methods. Simply con-
catenating the visual information or fusing informa-
tion at a coarse-grained level without considering
semantic meanings such as circulant fusion may
negatively impact the performance. This is prob-
ably because these methods treat all visual and
textual information with equal importance (weights).
However, only partial visual images contain rele-
vant semantic meanings to the text. Directly using
all information in the image may bring noise to the
textual data. We further explore the robustness
in Appendix 8.2. After considering image-guided
textual information, object-guided textual informa-
tion, and joint learning of text, image, and objects,
our proposed model MFS-HVE significantly outper-
forms all state-of-the-art models on MNRE. More
details about the performance of different attention

layers of MFS-HVE are discussed in the ablation
study in Section 4.4.2.

In summary, based on the experiment results
on MNRE, FewRel, and FewRelgma, we have the
following findings:

1. We find that models with multi-modal informa-
tion perform better than text-based models in
general.

2. Multi-modal models based on high-quality vi-
sual information are more robust than text-
based models when the dataset size becomes
smaller.

3. The performance of multi-modal models highly
depends on the fusion methods. Simple con-
catenation or circulant multiplication of infor-
mation from different modalities may probably
have a negative impact.

4. For the relation extraction task, the local ob-
ject information from the image is also very
important because they are related to name
entities in textual sentences and help reduce
the noise of global image features.

4.4.2. Ablation Study

To illustrate the effectiveness of MFS-HVE and ex-
plore the role of each attention unit in MFS-HVE,
we carry out the ablation study on the datasets only
with clean and high-quality visual data (MNRE and
FewRelgmai) because the performance of fusion
with different multi-modal information is unstable
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Table 4: Ablation study over MFS-HVE components (%) on MNRE and FewRelgmg datasets.

MNRE FewRelgmai

Model Component 5-Way 10-Way | 5-Way 5-Way 10-Way 10-Way

1-Shot 1-Shot | 1-Shot 5-Shot 1-Shot  5-Shot
Only Text 49.39 31.95 76.66 85.82 63.54 76.73
Image Attention 50.43  32.40 78.37 86.75 66.28 7718
Object Attention 50.57  33.63 78.85 86.24  66.96 77.96
Image&Object Attention | 52.26 35.38 80.50 88.72 69.49 79.17
MFS-HVE 54.88  36.62 81.32 89.65 69.52 80.55

Kit Harington (Jon Snow) and Rose
Leslie are getting married.

JON SNOW &
GET MA

-« Detected Objects: person, person
Ground Truth: <Jon Snow, couple, Rose
Leslie>

i Text-based Model: < Jon Snow, couple,
& Rose Leslie >/

Our MFS-HVE Model: < Jon Snow,
couple, Rose Leslie > v

Rabin, Arafat and Israeli Foreign
Minister Shimon Peres were awarded
the 1994 Nobel Peace Prize.

Ground Truth: <Rabin, winner, Nobel
Peace Prize>

Text-based Model: <Rabin, winner,
Nobel Peace Prize> v/

Our MFS-HVE Model: <Rabin, winner,
[ Nobel Peace Prize> v/

(c)

Congratulations to Angela and Mark
Salmons!

8 Detected Objects: person, person

d Ground Truth: <Angela, couple, Mark
Salmons>

Text-based Model: <Angela, peer, Mark
Salmons> x

Our MFS-HVE Model: <Angela, couple,
Mark Salmons> v/

She is the younger sister of biathlete
and cross-country skier Lars Berger.

Detected Objects: skis, person
Ground Truth: <biathlete, sports, Lars
Berger>
Text-based Model: <Biathlete, sibling,
~ Lars Berger> X
S “i Our MFS-HVE Model: <Biathlete, sports,

& Lars Berger> v/
(d)

Figure 4: The examples of our proposed model MFS-HVE comparing to a text-based model on both the
MNRE and FewRel datasets. We present the relation extraction results with the detected objects from the
relevant image in the right column. The head entities are highlighted in green, whereas the tail entities

are highlighted in red.

with noisy data.The ablation experiment results
shown in Table 4 are reported by the mean value
of five times the experimental results. We observe
that utilizing multi-modal information performs bet-
ter than uni-modal information (text). However,
only using image-guided attention or object-guided
attention can not achieve a great performance im-
provement. This is probably because consider-
ing the whole image from a global perspective
may introduce noise to the text, resulting in a sim-
ilar performance in few-shot settings compared
with text-based models. In addition, if only object-
guided textual attention is added to the model, the
model still can not achieve a significant improve-
ment. This is because not all images include the
objects that are relevant to the name entities in
the text. Thus, when the model jointly fuses image
attention and object attention, there is a promising
performance increase. The image attention over-
comes the problem of sparsity, whereas the object
attention reduces the noise brought by the whole
image features. After adding hybrid feature atten-
tion to fuse all textual and visual information from

both global and local perspectives, a significant
performance gain is seen.

4.4.3. Case Study

Figure 4 shows the case study comparing our MFS-
HVE model with a text-based model MTB on both
MNRE and FewRel datasets. To evaluate the ad-
vantage and effectiveness of semantic visual infor-
mation, we compare our model with an unimodal
model, which only depends on textual information.
We present four examples of two relations. For
each relation, we present two cases. One case is
that both the text-based model and the multimodal
model MFS-HVE predict the relation correctly. The
other case is that the relation is incorrectly pre-
dicted by the text-based model but correctly pre-
dicted by MFS-HVE.

Based on these examples, we observe that the
text-based model only performs well when rich in-
formation is in the text. For the examples shown
on the left, the text-based model can only correctly
predict the relation ‘couple’ when relevant words or
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phrases with similar meanings appear in the text,
such as ‘married’ in the first sentence. Similarly, for
the relation ‘winner’, the text-based model also per-
forms well when the long textual sentence contains
detailed information such as the word ‘awarded’.
These words relevant to the target relations pro-
vide enough semantic hints for the models with
only text. However, not all cases have such long or
detailed textual hints for the model. In the exam-
ples shown on the right, the textual sentences are
short, without any words related to the target rela-
tion. In these cases, the text-based model can not
predict the relation correctly. The text-based model
predicts ‘Angel’ and ‘Mark’ are peers instead of
‘couple’, ‘Roger Federer’ is the ‘participant of’ the
tennis tournament ‘Wimbledon’ instead of ‘winner’
of ‘Wimbledon’. Nevertheless, with the guidance
of informative visual evidence, more semantics are
provided to the text. In the upper-right example,
a wedding ceremony is shown in the image, and
people objects are detected in the image. Based
on this information, MFS-HVE correctly predicts
the relation ‘couple’ instead of other relations in
the MNRE dataset such as ‘sibling’, ‘peer’, ‘parent’,
etc. Similarly, in the lower right example, MFS-HVE
predicts the relation ‘Roger Federer’ is the ‘winner’
of ‘Wimbledon’ based on the visual information that
a person is holding a tennis racket. In summary, in-
tegrating semantic visual information at both global
and local levels provides more relevant informa-
tion to supplement the missing contexts in textual
sentences, resulting in a better and more robust
performance for few-shot relation extraction.

4.4.4. Parameter Sensitivity
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Figure 5: Effects on varying the number of em-

bedded objects in one-shot settings on MNRE and
FewRelsma datasets.

Figure 5 shows the results of our proposed MFS-
HVE model influenced by embedding a different
number of objects detected from the image. By

varying the object number from one to five, the
results in terms of Accuracy on both MNRE and
FewRelsmq are exhibited in Figure 5. We observe
that the object number affects the performance of
few-shot relation extraction. The model achieves
the best performance when the object number is
two. The performance drops when the object num-
ber increases. This is reasonable because rela-
tions always happen between two name entities.
The two detected objects are usually relevant to
the two corresponding name entities if the images
are of high quality. Embedding only one object
may lose critical information, whereas embedding
lots more objects also introduces noise (irrelevant
information) to the visual information.

5. Conclusion and Future Work

In this paper, we propose MFS-HVE, a multi-modal
few-shot relation extraction approach leveraging
semantic visual information to supplement the
missing contexts in textual sentences. Our multi-
modal fusion module consists of image-guided at-
tention, object-guided attention, and hybrid feature
attention that integrates information from different
modalities. Experimental results demonstrate that
MFS-HVE leveraging attention-based multi-modal
information outperforms other uni-modal baselines
and multi-modal fusion methods in few-shot rela-
tion extraction. In future work: (1) We will imple-
ment other powerful SOTA image encoders such as
ViT (Dosovitskiy et al., 2021) to generate feature-
level image embeddings. (2) We will explore utiliz-
ing the semantic visual information as an external
source in zero-shot learning.

6. Ethical Considerations

Dataset Construction Because FewRel is a uni-
modal relation extraction dataset, we obtain the
images for each sentence from Wikidata, which
is a free and collaborative knowledge base. Wiki-
data follows open data principles, which means
that the data it contains is available to the public for
various purposes, including research. We collect
instance-related images from the wiki to make a
multi-modal relation extraction dataset for exper-
iments. Because not all instances from FewRel
have relevant images, we remove the instances
that do not have a corresponding relevant image
on FewRel, resulting in a new dataset FewRelgmay

Computing Cost Our proposed model MFS-
HVE requires GPU training, which imposes a com-
putational burden. Specifically, our model needs
5-6 hours of training on a single GPU card, which
results in 0.25lbs of carbon dioxide emissions.
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8. Appendix
8.1. Dataset Construction and
Description
In the following, we describe each dataset in detail:

* MNRE (Zheng et al., 2021a). The MNRE
dataset is a public human-annotated unbal-
anced multi-modal neural relation extraction
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dataset. It is originally built upon Twitter15 (Lu
et al., 2018), Twitter17 (Zhang et al., 2018)
and crawling data from Twitter 3. Each piece
of data includes a sentence with two name en-
tities and an image ID to correlate the text
with the image. Because MNRE is a rela-
tion extraction dataset for supervised learn-
ing, there is an overlap of relations between
the training and the testing dataset. For few-
shot relation extraction, we randomly re-split
the MNRE dataset to ensure no overlap of
classes between the training and testing sets.
There are 23 classes in total. After splitting
the dataset, there are 13 classes for training
and 10 classes for testing.

* FewRel (Han et al., 2018). The FewRel
dataset is a public human-annotated balanced
few-shot RC dataset consisting of 80 types of
relations (64 for training and 16 for validation,
another 20 for testing but it is not public), each
of which has 700 instances. Because we need
to combine images with the original text, so
we only run experiments on the public part (64
training + 16 validation). Because FewRel is
a fully uni-modal dataset, we insert an image
ID to each instance to make it into a multi-
modal relation extraction dataset. The image
for each instance is automatically crawled by
a built-in web crawler 4 on wiki data from the
Google search engine.

 FewRelsmay. FewRelgma is a subset of
FewRel. Because FewRel doesn’t have image
information, we crawl the images for FewRel.
We view these images as external informa-
tion, similar to auxiliary information such as
label description, knowledge graphs, entity de-
scription, etc. Because images crawled for
FewRel is an automatic process, some of the
images are not relevant to their corresponding
texts. Noise exists in the newly constructed
multi-modal FewRel dataset. Noisy images
are removed to ensure that FewRelgma is a
small, clean, and high-quality multi-modal few-
shot relation extraction dataset. Note that we
did not do any labeling work. The labels re-
main the same in FewRelgma as FewRel, and
we only add more information (images) for the
existing dataset.

In all, FewRel is a balanced dataset. Due to
the data cleaning, FewRelgna is an unbalanced
dataset. MNRE is also an unbalanced dataset.

3https://archive.org/details/twitterstream
*https://github.com/hellock/icrawler

8.2. Model Robustness

To further study the robustness of integrating vi-
sual information with textual information, we also
conduct experiments on the model’s performance
comparison on FewRel and FewRelgmy - To make
fair comparisons, instead of directly reporting the
performance of other state-of-the-art models, we
re-implement other models with the same param-
eter settings as the models run on FewRelgna.
Table 5 shows the results of performance decrease
from dataset FewRel to FewRelgma in few-shot set-
tings. Because the FewRel dataset is more than
ten times larger than FewRelgma, there are more
training instances in FewRel. It is reasonable to
expect a performance drop when the model is train-
ing on a smaller dataset. From Table5, we observe
that the performance of text-based models drops
significantly when the dataset tends to be smaller.
This is because models usually can perform better
when more data is available. In addition, we also
find that models based on multi-modal information
are more robust than text-based models. They
have a smaller performance decrease than text-
based models. Our proposed model MFS-HVE
performs the best in the one-shot learning setting.
We conjecture that the high-quality semantic visual
information neutralizes the negative impact of lit-
tle training data in FewRelgmay, resulting in a more
robust performance of multi-modal models.

8.3. Limitations

We view the following current limitations as some
opportunities to build on in future work. First, MFS-
HVE requires high-quality images for training. As
shown in Table 3, MFS-HVE has a significant per-
formance improvement compared with models us-
ing other text-based external information on MNRE.
This is because MNRE is a public multi-modal
dataset including clean and high-quality images.
However, MFS-HVE shows a slight improvement
or similar performance with models using other
text-based external information on FewRel. The
images crawled automatically contain much noise,
which means some of the crawled images are irrel-
evant to the textual sentences. To further improve
the performance on the FewRel dataset, human
efforts or other crawling techniques are needed to
get a large, clean, and high-quality image dataset.

Second, we compare MFS-HVE with five differ-
ent fusion models introduced in Sec. 2.2. There
are no existing multi-modal fusion models for the
few-shot relation extraction task. We follow the
five models’ papers to implement the multi-modal
fusion algorithms. To meet the requirement for
few-shot learning, these fusion methods are built
upon MTB (Baldini Soares et al., 2019). More
latest multi-modal fusion methods are needed for
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Table 5: Results of performance decrease in Accuracy(%) from FewRel to FewRelgnay.

Model 5-Way 5-Way 10-Way 10-Way
1-Shot 5-Shot 1-Shot  5-Shot
GNN (Satorras and Estrach, 2018)  12.32  10.90 12.18 6.53

Snail (Mishra et al., 2018) 9.88 12.12 11.19 11.58
Siamese (Koch et al., 2015) 5.61 8.36 14.24 4.25
MLMAN (Ye and Ling, 2019) 3.30 1.97 2.70 2.25
Proto_ BERT (Snell et al., 2017) 2.20 4.31 3.11 7.35

MTB (Baldini Soares et al., 2019) 3.14 1.00 3.54 3.66
ZSLRC (Gong and Eldardiry, 2021)  4.01 6.10 2.34 5.83
ConceptFERE (Yang et al., 2021) 3.56 2.96 3.34 3.76

REGRAB (Qu et al., 2020) 4.32 4.88 3.44 4.07
HCRP (Han et al., 2021) 4.36 3.00 2.76 4.24
MapRE (Dong et al., 2021) 6.29 7.24 8.47 8.80
FAEA (Dou et al., 2022) 7.97 6.78 4.55 5.59
SimpleFSRE (Liu et al., 2022b) 5.45 7.45 5.79 7.54
Concat (Wan et al., 2021a) 3.08 1.32 2.58 0.83

DeepFusion (Wang et al., 2020a) 2.14 4.72 0.38 0.39
CirculantFusion (Gong et al., 2023)  3.99 2.60 5.75 2.24

Dual Co-Att (Liu et al., 2021) 2.60 1.58 3.67 2.02
Protomuiimodal (Ni et al., 2022) 2.01 3.08 3.75 2.99
MFS-HVE 1.95 0.83 0.27 1.32

performance comparison. To further improve the
performance, more SOTA visual encoders such as
ViT (Dosovitskiy et al., 2021) and large GPU mem-
ories are needed to conduct more experiments.

Finally, we want to clarify that our work focuses
on few-shot relation extraction. We compare our
model's performance with 14 SOTA open-code
few-shot RE models and 5 different fusion mod-
els on two public English datasets. State-of-the-
art multi-modal models in supervised learning for
other tasks (i.e. NER, etc) or other languages
besides English, are outside the scope of our pa-
per because not all supervised models could be
adapted/changed to few-shot settings as the train-
ing process is completely different.
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