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Abstract
Knowledge-based, open-domain dialogue generation aims to build chit-chat systems that talk to humans using
mined support knowledge. Many types and sources of knowledge have previously been shown to be useful as
support knowledge. Even in the era of large language models, response generation grounded in knowledge retrieved
from additional up-to-date sources remains a practically important approach. While prior work using single-source
knowledge has shown a clear positive correlation between the performances of knowledge selection and response
generation, there are no existing multi-source datasets for evaluating support knowledge retrieval. Further, prior work
has assumed that the knowledge sources available at test time are the same as during training. This unrealistic
assumption unnecessarily handicaps models, as new knowledge sources can become available after a model is
trained. In this paper, we present a high-quality benchmark named muiti-source Wizard of Wikipedia (Ms.WoW) for
evaluating multi-source dialogue knowledge selection and response generation. Unlike existing datasets, it contains
clean support knowledge, grounded at the utterance level and partitioned into multiple knowledge sources. We further
propose a new challenge, dialogue knowledge plug-and-play, which aims to test an already trained dialogue model

on using new support knowledge from previously unseen sources in a zero-shot fashion.

1. Introduction

Knowledge-based open-domain dialogue gener-
ation aims to build chit-chat systems that talk to
humans on various domains with mined support
knowledge. Many types of knowledge have been
shown to be useful as support knowledge, such
as encyclopedias (Dinan et al., 2019), knowledge
graphs (Wu et al., 2019; Zhou et al., 2020; Liu et al.,
2021), personas (Zhang et al., 2018), and common-
sense knowledge (Zhou et al., 2018; Zhang et al.,
2020; Wu et al., 2021; Varshney et al., 2022).

Further, Shuster et al. (2022) have demonstrated
that multiple knowledge sources are helpful on top
of large-scale, pre-trained language models. Even
in the era of large language models (LLMs; Brown
et al., 2020; OpenAl, 2023; Touvron et al., 2023),
which use internally learned knowledge from their
pretraining corpora for zero- or few-shot predictions,
knowledge can become outdated. Thus, response
generation grounded in knowledge retrieved from
additional up-to-date sources is still a practically
important approach.

Previous studies using single-source knowledge
for response generation have shown a clear posi-
tive correlation between the performances of knowl-
edge selection and response generation (Dinan
et al., 2019; Li et al., 2022). In this work, we aim
to extend these results to multi-source knowledge
and further propose a new challenge task, dia-

*Work performed while the author was interning at
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logue knowledge plug-and-play. We address two
major challenges facing multi-source knowledge-
based dialogue generation. First, there are no
existing multi-source datasets for evaluating sup-
port knowledge retrieval. Prior work used non-
knowledge-based dialogue datasets with silver sup-
port knowledge labeled using unsupervised ap-
proaches (Liu et al., 2019b; Wu et al., 2021); they
could only measure the final response generation
performance, without being able to evaluate the
support knowledge selection module. As a re-
sult, results achieved on these datasets lack in-
terpretability: the relationship between the quality
of knowledge selection and response generation
is unclear, adding an extra layer of difficulty in im-
proving models’ performance.

Second, prior work has assumed that the knowl-
edge sources available at test time are the same as
during training. We argue that this is an unrealistic
assumption that unnecessarily handicaps models.
New knowledge sources can become available af-
ter a model is trained: new knowledge graphs are
published, or new types of knowledge are shown
to be useful for dialogue generation. Information
present only in a new knowledge source (for ex-
ample, about a recent newsworthy event) may be
crucial in a conversation with a real user. To make
use of such information, it is necessary to ensure
that trained dialogue generation models are robust
to the addition of new knowledge sources at infer-
ence time: the new source should improve, or at
the very least not harm, a model’s performance.

To overcome these challenge, we present a high-
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quality benchmark named multi-source Wizard of
Wikipedia (Ms.WoW)' for evaluating multi-source
dialogue knowledge selection and response gen-
eration. Unlike existing datasets, it contains clean,
gold support knowledge, grounded at the utter-
ance level and partitioned into multiple knowledge
“sources." We build Ms.WoW on top of the Wizard
of Wikipedia (WoW, Dinan et al. 2019), which anno-
tates utterance-level, grounded support knowledge
sentences. We partition the knowledge in WoW into
different “sources," including OPIEC (Gashteovski
et al., 2019), semantic frames, and Wikidata, to
simulate multiple knowledge sources containing
complementary information.

Using the Ms.WoW dataset, we introduce the di-
alogue knowledge plug-and-play challenge task,
which aims to test an already trained dialogue
model on using new support knowledge from previ-
ously unseen sources in a zero-shot fashion. The
plug-and-play task extends WoW to the real-world
scenario where the knowledge sources available at
inference time are different from those available dur-
ing training. Thus, Ms.WoW is a test bed for both
evaluating the effect of multi-source knowledge se-
lection on dialogue response generation, as well
as simulating the challenging zero-shot knowledge
source adaptation scenario.

2. Background & Related Work

2.1. Open-Domain Dialogue Generation

To the best of our knowledge, no existing open-
domain dialogue dataset is well-suited for the study
of dialogue knowledge plug-and-play.

First, most knowledge-grounded, open domain
dialogue corpora only provide support knowledge
from a single source (Wu et al., 2019; Zhou et al.,
2020; Liu et al., 2021; Wang et al., 2021; Komeili
et al., 2021). For example, the WoW dataset (Di-
nan et al., 2019), which we use as the base for our
Ms.WoW, uses a knowledgeable “wizard" speaker
who records the Wikipedia support articles for each
utterance during a conversation. However, all of
that support knowledge is from a single source:
Wikipedia plain text. In this work, we partition the
knowledge in WoW to simulate the availability of
several “sources” containing complementary knowl-
edge.

Second, existing multi-source, knowledge-based
dialogue generation works collect support knowl-
edge after the conversation occurs, so there is no
gold support knowledge grounded for each utter-
ance. Liu et al. (2019b) map an unreleased knowl-
edge graph to two existing datasets (Moghe et al.,
2018; Dinan et al., 2019) to create an augmented

"https://github.com/jacklxc/Ms . WoW

multi-source dataset. Wu et al. (2021) build a single-
turn dialogue dataset upon three Weibo corpora
(Shang et al., 2015; Ke et al., 2018; Cai et al., 2019)
by extracting post-reply pairs and further augment
the utterance pairs with ConceptNet (Speer et al.,
2017), as well as article text and infobox tables
from Chinese Wikipedia. These works are not able
to report explicit knowledge selection performance
due to the lack of ground-truth support knowledge.
Further, their methods produce noisy support knowl-
edge, as erroneous examples are frequently seen
in their automatic knowledge-matching process.

Holl-E (Moghe et al., 2018) is the closest multi-
source dialogue work to ours; however, they focus
only on the movie domain, retrieving plot, review,
fact, and comment information for each utterance.
Moreover, they do not perform knowledge selection,
so the correlation between knowledge selection
and dialogue generation performance is unknown.

In contrast, the single-source WoW dataset
contains gold support knowledge annotated at
the utterance level, and because state-of-the-art
Transformer-based models are unable to take all
candidate knowledge (i.e. all relevant Wikipedia
articles) as input due to their length limits, Dinan
et al. (2019) perform knowledge selection to filter
out unneeded candidates and feed only the se-
lected support knowledge to the dialogue response
generator. Thus, dialogue systems evaluated on
WoW are able to report knowledge selection per-
formance and observe the positive correlation be-
tween the performances of knowledge selection
and response generation. For these reasons, we
build our Ms.WoW on top of WoW.

2.2. Plug-and-play

The concept of plug-and-play has been introduced
in the context of studying language models’ ability
to adapt to new knowledge. Dathathri et al. (2020)
proposed a Plug and Play Language Model (PPLM)
for controllable language generation. Xu et al.
(2021) proposed K-PLUG, a knowledge-injected,
pre-trained language model for e-commerce that
handles information such as item category and at-
tributes in key-value pairs, as well as item sum-
maries and descriptions in plain text. In this work,
we use our new Ms.WoW dataset and the task of
multi-source dialogue knowledge selection and re-
sponse generation to study the problem of dialogue
knowledge plug-and-play.
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Response

It was formed in 1965. The Pepsi-Cola company and Frito-Lay merged to form one big company.

Gold WoW sentence

PepsiCo was formed in 1965 with the merger of the Pepsi-Cola Company and Frito-Lay, Inc. PepsiCo has since
expanded from its namesake product Pepsi to a broader range of food and beverage brands, the largest of which
included an acquisition of Tropicana Products in 1998 and the Quaker Oats Company in 2001, which added the

Gatorade brand to its portfolio.

Ms.WoW Knowledge Tuples Source |Gold
(”, ‘formed’, ‘PepsiCo’, in 1965’, *) Sem. frm. | Yes
(‘its’, , ‘has’, ‘namesake product Pepsi’, *, ) OPIEC No
(‘largest of which’, *, ‘have included acquisition of Tropicana Products in 1998, ‘beverage brands’,| OPIEC No

”1 ”)

(‘largest of which’, “, ‘have included Quaker Oats Company in 2001’, ‘food brands’, *, ) OPIEC No
(‘Quaker Oats Company in 2001’, *, ‘added Gatorade brand to’, ‘portfolio’, “, ) OPIEC Yes
(‘Frito-Lay’, ‘parent organization’, ‘PepsiCo’) Wikidata |Yes
(‘Pepst’, ‘instance of’, ‘cola’) Wikidata |Yes

Table 1: An example decomposition of a gold knowledge sentence from WoW into tuples from multiple
sources in Ms.WoW. Tuples not used in the response are not labeled as gold tuples.

3. Multi-Source Wizard of Wikipedia
Dataset

3.1. Knowledge Tuple Retrieval or
Extraction

We create Ms.WoW by replacing the Wikipedia
knowledge sentences in WoW (Dinan et al., 2019)
with tuples retrieved or extracted from three sources
with different emphases. The three sources, de-
scribed in detail below, provide disjoint partitions
that cover the semantics of the original WoW sen-
tences?.

3.1.1. OPIEC

OPIEC (Gashteovski et al., 2019) is a large-
scale dataset generated using an open informa-
tion extraction (OIE) system applied to the text of
Wikipedia. For each sentence in Wikipedia, OPIEC
extracts one or more (subject, negation, relation,
object, time, space) tuples. The tuples are dense,
structured versions of the original Wikipedia sen-
tences.

We retrieve OPIEC tuples by performing soft sen-
tence matching between the knowledge sentences
in WoW and OPIEC'’s source sentences. There are
some mismatches between sentences in these two
datasets because the Wikipedia dumps used are
not exactly the same, due to the continuous editing
of Wikipedia contributors. We use Sentence-BERT
3 (Reimers and Gurevych, 2019) to encode sen-
tences from WoW and OPIEC that appear in the
same Wikipedia article and consider sentence pairs
with cosine similarity larger than 0.9 as a match.

2All filtering thresholds in this section are empirically
determined.

3all-MiniLM-L6-v2 checkpoint from https://www.

sbert.net/.
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3.1.2. Semantic frames

Semantic frames (sem. frm. or s.f.) capture the
core semantics of sentences, such as who did what,
when, and where. Previous work on OIE has stud-
ied the use of semantic role labeling (SRL)-based
knowledge tuples (Christensen et al., 2011). There-
fore, we use SRL results as complementary struc-
tural knowledge to the OPIEC tuples. We use the
semantic roles parsed by spaCy’s* SRL pipeline for
each WoW knowledge sentence and use templates
to map the results into (subject, relation, object,
time, space) tuples.

3.1.3. Wikidata

Wikidata (w.d.) is a large-scale knowledge base
containing triplets grounded in Wikipedia articles.
It contains (subject, relation, object) triplets that re-
late one Wikipedia concept to another. We retrieve
triplets from Wikidata using the following steps:

Entity and noun phrase detection. We use
spaCy to extract entities and noun phrases from
each sentence, filtered with NLTK® stop words.

Entity linking. We pass each extracted entity or
noun phrase, along with its original sentence as
context, to a dense retrieval-based entity linker (Wu
et al., 2020) to obtain the corresponding Wikidata
entities. We take the top-1 Wikidata entity candi-
date for each extracted entity or noun phrase.

Triplet retrieval. We retrieve all Wikidata triplets
that contain at least one of the linked entities.

*https://spacy.io/
*https://www.nltk.org/
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Multi-Source WoW Train Valid Seen Valid Unseen Test Seen Test Unseen
Number of utterances 166787 8909 8806 8715 8782
Number of dialogues 18430 981 967 965 968
Number of topics 1247 545 54 533 58

Avg turns per dialogue 9.05 9.08 9.13 9.03 9.07

% of Wizard turns with knowledge 61.8 62.5 65.0 62.8 61.8

Avg non-zero # of knowledge per utterance 5.0 5.0 5.1 5.0 4.9

Avg # of (gold) Knowledge per Utterance 13.8 (1.55) 13.4(1.49) 14.1 (1.59) 13.9 (1.55) 15.2 (1.59)
% of (gold) OPIEC 64.9 (57.4) 65.2(59.2) 57.9 (51.5) 65.4 (58.2) 67.4 (58.7)
% of (gold) semantic frame 4.55 (9.87) 4.17 (8.73) 3.82(8.85) 4.37 (8.98) 5.08 (12.1)
% of (gold) Wikidata 17.2(13.9) 17.2(12.9) 21.7 (16.9) 17.2(13.9) 16.8 (12.4)
% of (gold) Wikipedia 13.4 (18.8) 13.5(19.2) 16.6 (22.8) 13.0 (18.9) 10.7 (16.7)

Table 2: Statistics of our Multi-Source Wizard of Wikipedia.

Triplet filtering. We keep only triplets whose sub-
jects and objects both match the corresponding
WoW knowledge sentence, requiring one of the
following conditions:

* both the subject and object entities in the triplet
appear in the set of linked Wikidata entities
extracted from the WoW sentence, or

* the subject and object both match the WoW
sentence using a fuzzy matcher® with score
higher than 0.95.

Coverage-based filtering. For each WoW knowl-
edge sentence, we keep only triplets whose entities
cover more than 75% of the extracted entity set of
the sentence.

3.2. Post-processing

We perform post-processing to ensure the quality of
the retrieved tuples and create complementary and
disjoint partitions of knowledge sources by filtering
out semantically incomplete and redundant tuples.

3.2.1. Filtering of Retrieved Tuples

Ensuring sufficient semantic coverage. Inor-
der to minimize information loss when we replace
each WoW sentence with the retrieved tuples, we fil-
ter out those sentences whose retrieved tuples can
only partially cover their semantics. We tokenize
and lemmatize each WoW knowledge sentence
and remove punctuation and stop words to create
a bag of words U for each sentence. Then we
concatenate all retrieved tuple elements from the
three sources to create a pseudo-sentence and its
corresponding bag of words S. We only keep those
sets of tuples whose S covers more than 60% of
U.

This filtering step results in the creation
of a fourth, supplementary knowledge source:
Wikipedia sentences (w.p.) from the original WoW

Shttps://spacy.io/universe/project/
spaczz
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that could not be adequately captured by tuples
from the other three sources.

Deduplication of redundant tuples. Since the
knowledge tuples are retrieved independently from
the three sources, some are redundant with each
other. Since our goal is to partition the knowledge
into complementary sources, we perform dedupli-
cation to remove redundant tuples. Given the full-
coverage bag of words A = U N S, we want to se-
lect the minimum number of tuples that maximally
cover A. We formulate this goal as a set-cover
problem, which is NP-Complete, and apply its 2-
approximation algorithm to select the minimum set
of tuples that covers the semantics of the original
WoW sentence to the same extent as the full set of
retrieved tuples.

3.2.2. Grounding Gold Knowledge Tuples to
Utterances

In the original WoW dataset (Dinan et al., 2019),
each Wizard utterance has at most one gold
support knowledge sentence. However, in our
Ms.WoW dataset, each original WoW support
knowledge sentence is decomposed into multiple
knowledge tuples (see Table 1 for an example).
Since the semantics of the sentence is spread
among these tuples, some tuples derived from the
WoW knowledge sentence may contain extra in-
formation not found in the corresponding Wizard
utterance. Therefore, we use the same set-cover
approach as in Section 3.2.1 to select those knowl-
edge tuples that are grounded by their utterances;
we refer to these grounded tuples as “gold" tuples.

3.3. Dataset Statistics

Table 2 shows the statistics of our Ms.WoW dataset.
OPIEC tuples are parsed from the entire Wikipedia,
so they have the most coverage. In contrast, se-
mantic frame tuples are much fewer in number due
to our template-based matching rule.

Despite originating from the same Wikipedia sen-
tences, tuples derived from different sources have


https://spacy.io/universe/project/spaczz
https://spacy.io/universe/project/spaczz

sbj neg rel obj tmp spa total
OPIEC 22 10 33 28 21 23 87

Sem. frm. | 6.3 — 1.0 143 39 8.2 221
Wikidata |1.7 - 22 17 - — 56
Wikipedia | — - - - — — 249

Table 3: Average of number of words per non-
empty knowledge attribute.

significantly different length attributes (see Table 1
for examples). As Table 3 shows, different knowl-
edge sources yield knowledge with different num-
bers of components: while Wikidata tuples only
have (subject, relation, object), OPIEC tuples also
have negation, time, and space. The lengths of
each knowledge type’s attributes are also signifi-
cantly different: semantic frame tuples have single-
word relations with long subjects and objects, while
OPIEC tuples have longer relations with shorter
subjects and objects. In addition, while semantic
frames retain the original sentence tokens, OPIEC
and Wikidata decompose the original sentences
into multiple pieces.

3.4. Quality assurance via dialogue
response generation

Since Ms.WoW is a new dataset derived from WoW
but designed for a different purpose, we want to
ensure that the knowledge tuples in Ms.WoW suf-
ficiently retain the information in the WoW knowl-
edge sentences. Table 9 shows that response gen-
erators using our full Ms.WoW. (all sources) per-
form comparably to those using the original WoW
dataset: our ROUGE scores and utterance F1 are
comparable, and our unigram multi-source knowl-
edge F1 is close to that of the original WoW setting
(metric descriptions are found in Section 4.1). This
confirms that our Ms.WoW covers the knowledge
needed to support a dialogue model to generate
high-quality responses with limited information loss
compared to WoW.

4. Dialogue Knowledge Plug-and-Play

Having collected Ms.WoW, we apply it as a test
bed to study dialogue knowledge plug-and-play
via multi-source dialogue knowledge selection and
response generation. We employ a baseline ap-
proach to demonstrate the basic characteristics and
challenges of dialogue knowledge plug-and-play.

4.1. Experimental Design

Retraining a dialogue model each time a new knowl-
edge source becomes available is computationally
costly and requires extra engineering effort. Dia-
logue knowledge plug-and-play examines the abil-
ity of a pretrained dialogue model to adapt to sup-

Test Seen + Unseen
Training P R F1
Full Kn. 0.384 0.380 0.382
— OPIEC 0.368 0.274 0.314
— Sem. frm. | 0.404 0.333 0.365
— Wikidata 0.446 0.303 0.361
— Wikipedia | 0.497 0.319 0.389

Table 4: Dialogue knowledge selection perfor-
mance on Ms.WoW test set (seen + unseen).

port knowledge from new sources in a zero-shot
fashion.

We use Ms.WoW to simulate the realistic sce-
nario where an additional knowledge source be-
comes available after the dialogue model has al-
ready been trained. We test a model’s adaptabil-
ity to new knowledge sources by ablating one of
the Ms.WoW sources from the available candidate
knowledge during training and then test the ablated
model with the full-knowledge test set; the miss-
ing knowledge source becomes available only at
test time (Tables 5 & 9). The goal of the dialogue
knowledge plug-and-play challenge is to reduce the
difference between the test performance of each
knowledge-ablated model and the test performance
of a model trained on the full-knowledge dataset;
the challenge prefers models that can quickly adapt
to make use of the previously unseen knowledge
source.

For response generation, we compare the
knowledge-ablated models to two upper bounds.
First, we train a model on the full set of available
knowledge tuples’ (Ms. WoW full knowledge), simu-
lating a model that is retrained when the new knowl-
edge source becomes available. Second, we ex-
periment with using gold (i.e. utterance-grounded)
knowledge tuples only, simulating the scenario
where a “perfect” knowledge selector is available
(Ms.WoW gold knowledge) and providing an upper
bound on the effect of knowledge selection perfor-
mance on response generation.

4.2. Baseline Approaches

4.2.1. Fine-tuned Models

Input encoding. We create the input sequences
by concatenating up to the last five utterances in
the conversation history (u;), speaker roles (s;),
and the support knowledge sentences and tuples
(k;) for each Wizard dialogue turn. Each support
knowledge subsequence is prepended with a spe-
cial token <kg>. We feed the input sequence to a

"Note that “full knowledge" refers to the full set of can-
didate knowledge tuples available for each turn, derived
from the corresponding full set of WoW knowledge sen-
tences, which have already been filtered from a large
pool of millions of Wikipedia articles using an information
retrieval module described by Dinan et al. (2019)
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OPIEC Sem. frm. Wikidata Wikipedia
Training P R F1 P R F1 P R F1 P R F1
Full Knowledge | 0.340 0.347 0.343 | 0.591 0.639 0.614 | 0.301 0.397 0.342 | 0.550 0.321 0.406
— OPIEC 0.301 0.194 0.236 | 0.549 0.647 0.594 | 0.256 0.180 0.211 | 0.459 0.384 0.418
— Sem. frm. 0.352 0.275 0.309 | 0.580 0.585 0.583|0.360 0.270 0.309 | 0.460 0.418 0.438
— Wikidata 0.401 0.265 0.319 | 0.587 0.640 0.612 | 0.277 0.087 0.133|0.505 0.391 0.441
— Wikipedia 0.473 0.244 0.322 | 0.569 0.701 0.628 | 0.436 0.268 0.332 | 0.519 0.376 0.436

Table 5: Dialogue knowledge selection performance on Ms.WoW test set (seen + unseen) by knowledge
source. All knowledge sources are present during testing, simulating the scenario where a new knowledge

source becomes available at test time.

OPIEC Sem. frm. Wikidata Wikipedia
Training & Testing | P R F1 P R F1 P R F1 P R F1
— OPIEC — — — 0.584 0.584 0.584 | 0.293 0.199 0.237 | 0.459 0.395 0.425
— Sem. frm. 0.349 0.274 0.307 | — — — 0.352 0.266 0.303 | 0.452 0.413 0.431
— Wikidata 0.389 0.268 0.317 | 0.579 0.623 0.600 | — — - 0.431 0.322 0.368
— Wikipedia 0.472 0.226 0.306 | 0.575 0.687 0.626 | 0.452 0.245 0.318 | — — —

Table 6: Dialogue knowledge selection performance on the Ms.WoW test set (seen + unseen), excluding
the ablated knowledge source for each model; both training and testing are conducted with one knowledge

source missing, simulating the scenario where one knowledge source never becomes available.

Prompt

The following is the conversation between the “Wiz-
ard", a knowledgeable speaker who can access
Wikipedia knowledge sentences to chat to with
the “Apprentice", who does not have access to
Wikipedia. The conversation topic is {{topic}} and
the persona setting of the Wizard is “{{persona}}".

" This is their conversation history:

{{speaker 1}}: {{utterance 1.1}}

{{speaker 2}}: {{utterance 2.1}}

{{speaker 1}}: {{utterance 1.2}}

Here is some retrieved Wikipedia knowledge for
the Wizard.

Some of the knowledge is in the tuple form, such
as (subject, negation, relation, object, time, space)
or (subject, relation, object).

The Wizard can choose any subset of the following
knowledge. It’s also allowed to not choose any of
them.

{{(subject 1, relation 1, object 1)}}

Given the knowledge above, make a very brief,
such as one sentence, natural response for the
Wizard.

Not all information in the chosen knowledge has to
be used in the response.

The Wizard’s response is:

Table 7: Prompt for Vicuna-13B dialogue response
generation using Ms.WoW full knowledge.

pre-trained language model. The input sequence
x can be written as:

T =[s1:U1,..., S5 Us, <KQ>, k1, ..., <kg>, k;] (1)
Knowledge selector. We use a Roberta-base
(Liu et al., 2019a) model (Roberta), followed by a 2-

layer feed-forward network (M L P). We take each
support knowledge tuple’s corresponding <kg> to-

Hyper-parameter Selector Generator
Learning rate 1e-5 5e-5
Batch size 16 12
Epochs 10 10

Max sequence length 512 512

Table 8: Fine-tuned hyper-parameters.

ken representation H:*9> as its knowledge rep-
resentation for knowledge selection. Utterances
without any candidate knowledge are skipped.

H = Roberta(x)

Yj = SOftmax(MLP(H;kg>)) 2)

Response generator. We use a BART-base
(Lewis et al., 2019) model (BART) to perform a
standard response generation using the same input
x from Equation 1: v/ = BART ().

4.2.2. Large Language Model

We also prompt an LLM in a zero-shot fashion for
the response generation task. We use Vicuna-13B
(Chiang et al., 2023), a 13-billion-parameter LLaMA
(Touvron et al., 2023) model fined-tuned on 70k
user-shared conversation samples. Table 7 shows
the prompt we use.

4.3. Experimental Details

Fine-tuned Models. We use the Roberta-base
(125M parameters) and BART-base (139M param-
eters) models from Huggingface®. We mostly use
the default hyper-parameters (see Table 8). We
use a single Nvidia Tesla V100S GPU for model

8https ://huggingface.co/models
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Configurations Training R-1 R-2 R-L |F1 K-P  K-R K-F1
No knowledge No knowledge 0.189 0.043 0.159|0.207 | — — —
WoW Full knowledge WoW Full knowledge 0.261 0.101 0.225|0.265 | 0.502 0.162 0.245
Ms.WoW Full knowledge | Ms.WoW Full knowledge | 0.259 0.094 0.222 | 0.264 | 0.460 0.159 0.236
— OPIEC 0.247 0.084 0.212|0.251 | 0.433 0.146 0.219
— sem. frm. 0.256 0.093 0.219|0.260 | 0.448 0.158 0.234
— Wikidata 0.256 0.093 0.220 | 0.261 | 0.440 0.154 0.228
— Wikipedia 0.251 0.089 0.215|0.256 | 0.459 0.164 0.242
WoW Gold knowledge WoW Gold knowledge 0.317 0.150 0.278 | 0.317 | 0.387 0.528 0.446
Ms.WoW Gold knowledge | Ms.WoW Gold knowledge | 0.322 0.149 0.280 | 0.321 | 0.311 0.576 0.404
— OPIEC 0.306 0.133 0.265|0.302 | 0.302 0.560 0.392
— sem. frm. 0.321 0.147 0.280 | 0.321 | 0.316 0.582 0.409
— Wikidata 0.320 0.145 0.279|0.319 | 0.313 0.580 0.406
— Wikipedia 0.319 0.145 0.277 | 0.318 | 0.311 0.585 0.406

Table 9: Response generation performance on test set (seen + unseen). All knowledge sources are
present during testing, simulating the scenario where a new knowledge source becomes available at test
time. Full knowledge refers to no knowledge selection, where all available candidate knowledge is used;

gold knowledge refers to oracle knowledge selection.

Configurations Training & Testing | R-1 R-2 R-L F1 K-P KR KF1
Ms.WoW Full knowledge | — OPIEC 0.238 0.077 0.203 | 0.245 | 0.281 0.098 0.145
— sem. frm. 0.251 0.088 0.216 | 0.256 | 0.428 0.150 0.222
— Wikidata 0.257 0.093 0.221 | 0.261 | 0.331 0.116 0.171
— Wikipedia 0.245 0.083 0.209 | 0.250 | 0.361 0.126 0.186
Ms.WoW Gold knowledge | — OPIEC 0.253 0.094 0.217 | 0.260 | 0.198 0.378 0.260
— sem. frm. 0.306 0.134 0.266 | 0.309 | 0.274 0.500 0.354
— Wikidata 0.317 0.144 0.277 | 0.316 | 0.305 0.562 0.396
— Wikipedia 0.290 0.119 0.250 | 0.293 | 0.237 0.440 0.308

Table 10: Response generation performance on the knowledge-ablated test set (seen + unseen). Each
model is trained and tested on the same knowledge sources (full or gold), simulating the scenario where

one knowledge source never becomes available.

training and testing. Each dialogue knowledge se-
lector and dialogue generator takes approximately
3 hours for training and a few minutes for inference.

Large Language Model. We use the Vicuna-
13B-v1.1 LLM from Huggingface. We set the gener-
ation temperature to 0.7. It takes approximately 30
hours to perform inference on the test set (seen +
unseen) for each configuration using 4 Nvidia Tesla
V100S GPUs.

5. Experimental Results and Analysis

Tables 4, 5, and 6 show the performance of our
Roberta-based knowledge selector; Tables 9 and
10 show the performance of our BART-based re-
sponse generator; and Table 11 shows the perfor-
mance of the LLM response generator.

To measure the dialogue response generation
performance, in addition to ROUGE scores (Lin,
2004) compared to the gold response, we follow
Dinan et al. (2019) in reporting the unigram F1 of
the generated response with the gold response, as
well as unigram precision, recall and F1 (K-P, K-R &
K-F1) of the generated response with all available
(i.e. non-ablated) candidate knowledge.

5.1. Full-knowledge vs. Zero-shot

Adaptation

Unsurprisingly, there is a significant difference be-
tween the full-knowledge model (i.e. retrained with
each new knowledge source) and the zero-shot
adapted models that have one knowledge source
ablated during training (Tables 4 and 9). This per-
formance gap generally increases as the ablated
knowledge source occupies a larger proportion of
the overall available knowledge.

This trend is clearer when we separately ex-
amine the knowledge selectors’ performances on
each knowledge source in Table 5 (diagonal en-
tries vs. full knowledge). In general, an ablated
model’s recall score on the newly available knowl-
edge source is dramatically lower than that of the
full-knowledge model; the distribution of the new
knowledge source is not recognized as usable sup-
port knowledge. This observation clearly shows
the significant performance gap between the full-
knowledge model and the zero-shot adapted mod-
els, which is exactly the gap that our dialogue knowl-
edge plug-and-play challenge aims to highlight as
a target for improvement.

Interestingly, Table 5 (non-diagonal entries vs.
full knowledge) also shows that a new knowledge
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Configurations Testing R-1 R-2 R-L |F1 K-P  K-R K-F1
No knowledge No knowledge 0.187 0.031 0.147|0.202 | — — —
WoW Full knowledge WoW Full knowledge 0.202 0.046 0.153 | 0.216 | 0.216 0.184 0.199
Ms.WoW Full knowledge | Ms.WoW Full knowledge | 0.196 0.044 0.149 | 0.212 | 0.382 0.260 0.310
— OPIEC 0.185 0.034 0.141|0.199 | 0.258 0.157 0.195
— sem. frm. 0.189 0.038 0.143 | 0.203 | 0.343 0.225 0.272
— Wikidata 0.196 0.043 0.149|0.211 | 0.379 0.256 0.306
— Wikipedia 0.196 0.043 0.149|0.210 | 0.373 0.247 0.297
WoW Gold knowledge WoW Gold knowledge 0.218 0.053 0.170 | 0.226 | 0.049 0.086 0.062
Ms.WoW Gold knowledge | Ms.WoW Gold knowledge | 0.230 0.061 0.176 | 0.236 | 0.114 0.351 0.172
— OPIEC 0.193 0.038 0.147 | 0.205 | 0.072 0.219 0.109
— sem. frm. 0.215 0.051 0.165|0.223 | 0.095 0.289 0.144
— Wikidata 0.220 0.056 0.170|0.226 | 0.108 0.325 0.162
— Wikipedia 0.224 0.057 0.172|0.230 | 0.110 0.332 0.165

Table 11: Vicuna-13B response generation performance on the test set (seen + unseen).

source becoming available improves the model’s
knowledge selection performance on some of the
previously available knowledge sources, demon-
strating that there is some synergy among knowl-
edge from different sources.

The only exception to the observations above
is the supplementary Wikipedia sentence source,
consisting of WoW sentences that could not be
adequately covered by our three other sources.
We suspect this is because the pre-trained lan-
guage model we use, Roberta (Liu et al., 2019a),
is already extensively trained on Wikipedia arti-
cles, which makes zero-shot adaptation back to
the Wikipedia sentences trivial.

5.2. Differences among Knowledge
Sources

There is a clear difference in difficulty among knowl-
edge sources. Since semantic frame tuples are
extracted using high-precision, human-engineered
templates, all models perform significantly better
on semantic frame tuples than other knowledge
types (Table 5).

Different knowledge sources also have different
usefulness in response generation. As Table 9 and
11 show, Wikidata knowledge triplets are not as
helpful as the other knowledge sources. This may
be because Wikidata triplets are generally short
(Section 3.3), making them less informative than
the other knowledge sources.

5.3. “More is Better” in Zero-shot

Settings

Tables 6 and 10 show the knowledge selection and
response generation performance of our models
when one knowledge source is ablated from both
training and testing, simulating a scenario where
that knowledge source never becomes available.
Comparing these results with Tables 5 and 9, re-
spectively, we see that introducing additional knowl-
edge sources, even in a zero-shot fashion, mostly

benefits, rather than hurts, knowledge selection
and response generation, supporting the claim that
“more (knowledge sources) is better” (Wu et al.,
2021). This is a promising result for dialogue knowl-
edge plug-and-play, which challenges models to
be robust to new knowledge sources. This phe-
nomenon is also relevant to the in-context-learning
(Brown et al., 2020) of LLMs, where LLMs learn
from new inputs in a few-shot manner.

5.4. LLMs for Dialogue Knowledge
Plug-and-Play

LLM-based response generation task can be con-
sidered an extreme scenario of zero-shot predic-
tion, where no in-domain training is conducted at
all. Compared to the fine-tuned models, which
have the opportunity to learn the speaking style
and statistical distribution of the conversationalists,
the Vicuna-generated zero-shot responses are sig-
nificantly longer: mean token length of 42.5 vs.
21.3 from the BART-based model on the Ms.WoW
full knowledge test set; the mean target response
length is 24.5 tokens. The Vicuna-generated out-
puts have less overlap with the corresponding gold
responses, but a higher unigram overlap with the
input knowledge in the full-knowledge setting (Ta-
ble 11), indicating that the LLM is able to generate
utterances relevant to the input knowledge when
sufficient knowledge is given. Surprisingly, when
provided with gold knowledge only, the LLM seems
not to use the provided knowledge to the same
extent, and we see a decrease in performance,
in contrast with the BART-based model that im-
proved with gold knowledge. However, similar to
the BART-based model, we still observe that more
knowledge sources provided at test time signifi-
cantly improves the LLM’s response generation
performance across all metrics.
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6. Conclusion

We introduce the Ms.WoW dataset of multi-source
support knowledge for open-domain dialogue gen-
eration, with knowledge tuples partitioned into dis-
joint sources and grounded at the utterance level.
We further introduce the dialogue knowledge plug-
and-play challenge, where a trained dialogue sys-
tem must adapt to a new knowledge source at
test time. Our baseline experiments demonstrate
how future works can use Ms.WoW to study how
dialogue models generalize to new knowledge
sources.

Limitations

The source of our Ms.WoW knowledge tuples are
from OPIEC (Gashteovski et al., 2019), seman-
tic frames and Wikidata, all of whose tuples are
automatically collected using trained models or
rules without direct human annotation. Therefore
these knowledge tuples inevitably inherit the noise
from their knowledge sources, despite we show
they sulfficiently retain the semantics of the original
Wikipedia knowledge sentences (Section 3.4).

Ethics Statement

As we previously explained, the source of our
Ms.WoW knowledge tuples are from OPIEC (Gash-
teovski et al., 2019), semantic frames and Wikidata,
all of whose tuples are automatically collected us-
ing trained models or rules without direct human
annotation. All these external artifacts are prop-
erly cited and processed according to their licenses
and requirements. In other words, we do not expect
to introduce any additional sensitive issues to our
work.
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