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Abstract
Ethical reasoning is a crucial skill for Large Language Models (LLMs). However, moral values are not universal,
but rather influenced by language and culture. This paper explores how three prominent LLMs – GPT-4, ChatGPT,
and Llama2-70B-Chat – perform ethical reasoning in different languages and if their moral judgement depend on
the language in which they are prompted. We extend the study of ethical reasoning of LLMs by Rao et al. (2023)
to a multilingual setup following their framework of probing LLMs with ethical dilemmas and policies from three
branches of normative ethics: deontology, virtue, and consequentialism. We experiment with six languages: English,
Spanish, Russian, Chinese, Hindi, and Swahili. We find that GPT-4 is the most consistent and unbiased ethical
reasoner across languages, while ChatGPT and Llama2-70B-Chat show significant moral value bias when we move
to languages other than English. Interestingly, the nature of this bias significantly vary across languages for all LLMs,
including GPT-4.

1. Introduction

Large Language Models (LLMs) like ChatGPT
have gained popularity all over the world for their
ability to generate fluent and engaging natural
language texts (Schulman et al., 2022; OpenAI,
2023). However, the widespread and rapid use
of LLMs has brought about ethical concerns and
potential problems, especially when we consider
using them in different languages (Blodgett et al.,
2021; Choudhury and Deshpande, 2021; Wang
et al., 2023; Ahuja et al., 2023). As LLMs become
more prevalent and find applications in everyday
life, they must confront complex moral dilemmas
rooted in the existence of multiple conflicting val-
ues, commonly dubbed as the problem of value
pluralism (James, 1891; Dai and Dimond, 1998;
Ramesh et al., 2023). Several researchers (see for
instance Rao et al. (2023) and Zhou et al. (2023))
have argue that instead of being firmly aligned to
a specific set of values, LLMs should be trained
to function as generic ethical reasoners, adapt-
able to different contexts and languages. The final
moral judgments, of course, should be made by the
stakeholders at different stages of the application
life-cycle. LLMs should be able to reason ethically
in a generic way, given a situation and a moral
stance, and should soundly resolve the dilemma
when possible, or else ask for more clarity on the
stance.

In a recent study, Rao et al. (2023) has demon-
strated that LLMs, especially GPT-4, are capable of
carrying out sound ethical reasoning. They showed
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that when the LLMs are presented with a moral
dilemma and a moral stance presented at differ-
ent levels of abstraction and following different for-
malisms of normative ethics in the prompt, they
are often capable of resolving the dilemma in a
way that is consistent with the moral stance. They
further argue that this is a promising direction to-
wards solving the issues of value pluralism at a
global scale, because the different stake-holders
in the development and use of an AI system can
specify their moral stance which can be meaning-
fully consumed in the prompt by the LLM to arrive
at a sound moral judgment. The alternative ap-
proach of aligning LLMs to moral values is bound
to fail due to the absence of a universal value hier-
archy. However, this study was conducted only for
English.

It is a well established fact that the abilities
of the LLMs in languages beyond English are
often poor and unpredictable (see for example
Ahuja et al. (2023), Zhao et al. (2023) and Wang
et al. (2023)). Moreover, an intriguing human
phenomenon known as the Foreign Language ef-
fect (Costa et al., 2014a) comes into play when
people face moral dilemmas presented in a for-
eign language (L2). People often make different
moral judgments in L2 when compared to when
they encounter the same dilemmas in their na-
tive language (L1). This suggests that language
can significantly shape our emotional and cogni-
tive responses to moral situations, influencing our
choices and beliefs.

Given this complex interplay of culture, language
and values in making moral judgments, one might
ask: Do LLMs also exhibit a Foreign Language
effect, changing their behavior when confronted
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with moral dilemmas in different languages? In this
work, we extend the study by Rao et al. (2023) to
five languages other than English, namely Span-
ish, Russian, Chinese, Hindi, Arabic, and Swahili.
We probe three popular LLMs: GPT-4 (OpenAI,
2023), ChatGPT (September 2023) (Schulman
et al., 2022) and Llama2-70B-Chat (Touvron et al.,
2023) systematically to assess their ethical rea-
soning abilities in different languages by prompt-
ing them to resolve an ethical dilemma reflecting
conflicts between interpersonal, professional, so-
cial and cultural values, and a set of ethical poli-
cies (i.e., moral stances) that can help arrive at a
clear resolution of the dilemma. These policies are
drawn from three branches of normative ethics: de-
ontology (Alexander and Moore, 2021), virtue
(Hursthouse and Pettigrove, 2022) and conse-
quentialism (Sinnott-Armstrong, 2022) and have
three different levels of abstractions (similar to Rao
et al. (2023)).

Our study clearly demonstrates that indeed the
LLMs exhibit different biases while resolving the
moral dilemmas in different languages. This bias
is minimal for English, in the sense that the reso-
lution of the dilemma depends on the ethical pol-
icy rather than the model’s own judgment, and it
is maximum for low-resource languages such as
Hindi and Swahili. This observation can also be
interpreted as a reduced ethical reasoning capa-
bility of the LLMs in languages beyond English.
However, as we shall see in this paper, the eth-
ical reasoning ability (or conversely the bias) is
dilemma-specific, which makes us conclude that
the LLMs have strong value alignment biases in lan-
guages beyond English. Other salient findings are:
(1) Across all languages, GPT-4 has the highest
ethical reasoning ability, while Llama2-70B-Chat
has the poorest; (2) across all models, the reason-
ing is poorest for Hindi and Swahili, while best for
unsurprisingly, English, and also Russian; and (3)
across all models, English and Spanish, and Hindi
and Chinese have similar bias patterns.

2. Background

The topic of right and wrong has been a subject
of ongoing discussion among philosophers, psy-
chologists, and other social scientists. Each field
brings its unique perspectives and worries into this
debate. In this section, we take these concerns as
a guide to offer an overview of this ongoing discus-
sion and how it connects with the field of machine
ethics. Our main focus is on how these conver-
sations affect the Natural Language Processing
(NLP) community, and we also explore how Large
Language Models (LLMs) can advance the fron-
tiers of machine ethics, particularly in multilingual
contexts.

2.1. Ethics and Moral Philosophy

Ethics is the branch of philosophy concerned with
determining what is morally good or bad and what
is considered right or wrong. It encompasses sys-
tems or theories of moral values and principles
(Kant, 1977, 1996). Within the realm of ethics,
normative ethics plays a central role by seeking
to establish standards of conduct for human ac-
tions, institutions, and ways of life. Normative
ethics branches into deontology, which evaluates
the inherent rightness or wrongness of actions
based on moral rules or duties (Alexander and
Moore, 2021); virtue ethics, which focuses on an
individual’s character and virtues rather than spe-
cific rules or consequences (Hursthouse and Pet-
tigrove, 2022); and consequentialism, which em-
phasizes the goodness or value of the outcomes
or goals of actions (Sinnott-Armstrong, 2022).

Ethical dilemmas are situations characterized
by conflicts between two or more moral values or
principles, posing challenges for moral judgment
and decision-making (Slote, 1985). The ques-
tion of whether moral dilemmas can coexist with
a consistent system of moral values is a subject
of debate. Philosopher Williams argues that eth-
ical consistency doesn’t eliminate the possibility
of moral dilemmas, as some actions that ought
to be done may be incompatible (Williams, 1988).
Resolving these dilemmas often requires making
new value judgments within the existing ethical
framework.

Value pluralism is a key component of ethical
dilemmas, suggesting that there are multiple val-
ues that can be equally correct and yet in con-
flict with each other (James, 1891). Different in-
dividuals or cultures may prioritize these values
differently, resulting in varying resolutions of ethical
dilemmas, each of which is ethically sound and con-
sistent. Within the realm of pluralism, there exist
various sub-schools of thought, including Rossian
Pluralism (Ross and Stratton-Lake, 2002) and Par-
ticularism (Hare, 1965), each offering distinct view-
points. Rossian pluralists advocate for the evalua-
tion of moral principles based on their merits and
demerits. Conversely, particularists contend that
the assessment of moral pros and cons should be
context-dependent. Nevertheless, both schools of
thought share a fundamental conviction that there
is no one-size-fits-all principle capable of resolving
all moral conflicts. They also reject the notion of
a rigid hierarchy of moral principles that could fa-
cilitate such resolutions. This perspective implies
that there is no universally applicable set of moral
values or principles that can address all situations
and apply uniformly to all individuals.

Inglehart and Welzel (2010) introduced a frame-
work for mapping global cultures which employs
a two-dimensional axis system, where the x-axis



6332

represents a spectrum that stretches from survival
ethics on the left to self-expression on the right
and y-axis covers a range from tradition-based or
ethnocentric moral views at the bottom to demo-
cratic and rational principles at the top. This visual
representation illustrates the tendency of societies
to move diagonally from the lower-left corner to
the upper-right corner as they progress through
industrialization and development.

2.2. Foreign Language Effect on Morality

Recent studies such as (Costa et al., 2014b;
Hayakawa et al., 2017; Corey et al., 2017) have
found a fascinating link between moral judgment
and what’s known as the "Foreign-Language Ef-
fect." This effect shows that people tend to make
more practical choices when they face moral dilem-
mas in a foreign language (L2) compared to their
native language (L1). This shift seems to be be-
cause using a foreign language makes people less
emotionally connected to the situation, which, in
turn, reduces the influence of emotions on their
moral decisions. Čavar and Tytus (2018) also high-
lights that being better at and more comfortable
with the foreign language (L2) can decrease this
tendency to make practical decisions. This means
that the language you use can significantly affect
how you make moral choices, impacting many
people. Furthermore, bilingual individuals’ moral
decision-making process is quite complex, involv-
ing factors like the type of dilemma, emotional ex-
citement, and the language they’re using (Chan
et al., 2016).

2.3. Ethics in LLMs

In the field of Ethics in NLP, most approaches as-
sume a deontological perspective, with developers
setting moral rules, but these may not readily ap-
ply to various contexts or Large Language Models
(LLMs) (Talat et al., 2022). Awad et al. (2022)
introduce the Computational Reflective Equilibrium
(CRE) framework for AI-based ethics, emphasiz-
ing moral intuitions and principles. Sambasivan
et al. (2021), Bhatt et al. (2022) and Ramesh et al.
(2023) have raised questions of value-pluralism in
AI and the need for recontextualizing fairness and
AI ethics, particularly in global contexts. (Diddee
et al., 2022) explore ethical concerns in Language
Technologies for social good, emphasizing stake-
holder interactions and strategies. Choudhury and
Deshpande (2021) advocates the Rawlsian princi-
ple over utilitarianism in multilingual LLMs for lin-
guistic fairness.

AI alignment seeks to ensure that AI systems
conform to human goals and ethical standards, as
highlighted by (Piper, Oct 15, 2020). Various initia-
tives have put forth ethical frameworks, guidelines,

and datasets to train and evaluate Language Mod-
els (LLMs) in terms of ethical considerations and
societal norms (Hendrycks et al., 2020; Zhou et al.,
2023; Jiang et al., 2021; Rao et al., 2023; Tan-
may et al., 2023). Moreover, Tanmay et al. (2023)
introduces an ethical framework utilizing the Defin-
ing Issues Test to assess the ethical reasoning
abilities of LLMs. However, it’s worth noting that
these efforts may be susceptible to biases based
on the backgrounds of those providing annotations,
as pointed out by Olteanu et al. (2019). Recent
research has placed a growing emphasis on in-
context learning and supervised tuning to align
LLMs with ethical principles, as demonstrated by
the studies conducted by Hendrycks et al. (2020);
Zhou et al. (2023); Jiang et al. (2021); Rao et al.
(2023); Sorensen et al. (2023). These method-
ologies aim to accommodate a range of ethical
perspectives, recognizing the multifaceted nature
of ethics. Rao et al. (2023) posits that the generic
ethical reasoning abilities can be infused into the
LLMs so that they can handle value pluralism at a
large scale. However, the authors have considered
the ethical policies only in English.

In this study, we will be extending the work of
Rao et al. (2023) with different languages to ex-
plore how LLMs behave when the multilingual ethi-
cal policies are infused into these LLMs . As far as
we know, this study is the first of it’s kind dealing
with the ethics of LLMs in multilingual settings.

2.4. Multilingual Performance of LLMs

Language Models (LLMs) exhibit remarkable mul-
tilingual capabilities in natural language process-
ing tasks, although their proficiency varies among
languages (Zhao et al., 2023). Their primary train-
ing data is in English, but they also incorporate
data from various other languages, contributing to
their generalisability (Brown et al., 2020; Chowd-
hery et al., 2022; Zhang et al., 2022; Zeng et al.,
2022). Nevertheless, significant challenges arise
when LLMs interact with non-English languages,
especially in low-resource contexts (Bang et al.,
2023; Jiao et al., 2023; Hendy et al., 2023; Zhu
et al., 2023). Several studies suggest that en-
hancing their multilingual performance is possible
through in-context learning and the strategic de-
sign of prompts (Huang et al., 2023; Nguyen et al.,
2023). Experiments conducted by Ahuja et al.
(2023) and Wang et al. (2023) have brought to light
an interesting aspect. They benchmarked LLMs
across a range of Natural Language Processing
(NLP) tasks, including Machine Translation, Natu-
ral Language Inference, Sentiment Analysis, Text
Summarization, Named Entity Recognition, and
Natural Language Generation. The results indicate
that, while LLMs excel for a few well-resourced
languages, they generally under-perform for most
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languages. Furthermore, Kovač et al. (2023) have
shown that LLMs exhibit context-dependent values
and personality traits that can vary across different
perspectives. This is in contrast to humans, who
typically maintain more consistent values and traits
across various contexts.

Importantly, the current body of research has
primarily concentrated on the technical capabilities
of multilingual LLMs. There has been a relative
lack of exploration into their moral reasoning within
diverse linguistic and cultural contexts. Recogniz-
ing the significant impact of LLMs on real-world
applications and domains, there is a growing need
to delve into the ethical dimensions surrounding
these multilingual language models.

3. Methodology

3.1. Language-based Ethical Framework

We extend the existing framework for defining eth-
ical policies in the LLM prompt, as initially pre-
sented by Rao et al. (2023) and reformulate it to
be used in multilingual settings. Let us consider an
LLM, denoted as L, which accepts a prompt p in
language λ and produces a textual output through
the function L(p). We establish the definition of p
as an arbitrary composition (for example, concate-
nation), an ethical policy π, and user input x, in
language λ. In original formulation, the task defi-
nition is defined as τ . Since we are defining this
specifically for ethically reasoning task, variable p
can be expressed as a function of the variables π,
x, and λ, denoted as

p = P (π, x, λ).

Hence we extend the definition of ethical consis-
tency to following:
Definition Ethical Consistency. The output pro-
duced by the model L is considered ethically con-
sistent with the policy π if and only if is a valid
response or resolution to the input x in the lan-
guage λ according to the policy π. We represent
this as:

x ∧ π ⊢e y

where, similar to logical entailment, ⊢e represents
ethical entailment.

If a policy is ambiguous for the resolution of x, it
can lead to discrepancies in the system (Williams,
1988). In such instances, LLMS should refrain from
definitively resolving the dilemma in either direction.
In this framework, it is anticipated that the LLM will
assert that a definitive resolution, but when it is
unattainable, the response should be ϕ for such
responses. Therefore, in the case when π is not
fully specified, the likelihood function:

L(P (π, x, λ)) → ϕ.

3.2. Ethical Policies

As explained in (Rao et al., 2023), ethical policies
are distinctly characterized as expressions of pref-
erence pertaining to either moral values or ethical
principles. The absence of a universally agreed-
upon set of ethical principles necessitates the flex-
ibility to define policies based on various ethical
formalisms or their combinations. In the context of
a specific ethical formalism, denoted as F , there
exists a set of fundamental moral principles, repre-
sented as

RF = rF1 , r
F
2 , . . . r

F
nF

.

In our work, we extend these principles to the
unique challenges posed by LLMs in multilingual
settings.

It is important to underscore the definition of an
’Ethical Policy’ as described in this preceding work.
An ethical policy, denoted as π, is essentially a par-
tial order applied to a subset of elements within RF .
Specifically, π is represented as (RF

s ,≤F
s ), where

RF
s denotes a subset of RF , and ≤F

s signifies a
non-strict partial order relation governing the im-
portance or priority of these ethical principles. This
level of policy abstraction is herein referred to as a
’Level 2 policy,’ and it serves as an illustrative exam-
ple of how virtue ethics may manifest, for instance,
as ’prioritizing loyalty over objective impartiality.’

Furthermore, the refinement of policies is also
elaborated upon in this preceding work, wherein
they are classified into ’Level 1’ and ’Level 0 poli-
cies.’ Level 1 policies, such as ’favoring loyalty
towards a friend over professional impartiality,’ pro-
vide specificity by designating the variables to
which ethical virtues apply. Meanwhile, Level 0
policies, like ’prioritizing loyalty towards her friend
Aisha over objectivity towards scientific norms of
publishing,’ delve into even finer details by speci-
fying the values to which these virtues are to be
applied.

The systematic approach to ethical policies de-
scribed here underscores their pragmatic appli-
cability, depending on the level of abstraction and
specificity desired. It is important to note that these
policies, as described in the previous work, are pre-
dominantly conveyed in natural language. Never-
theless, it is conceivable that future developments
may explore alternative means of policy represen-
tation, including symbolic, neural, or hybrid mod-
els, drawing from various ethical formalisms. This
nuanced understanding of ethical policies in differ-
ent languages, as derived from the prior research,
forms the basis for the discussion in this present
paper .
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4. Evaluating Ethical Reasoning
Across Languages

Here, we describe the design of our experiment
to study the change in the ethical reasoning abili-
ties of three popular Large Language Models with
well known multilingual capabilities with prompts in
different languages. In the experiment, the mod-
els were prompted with moral dilemmas (x’s) in
language L that needed to be resolved for a pre-
determined ethical policy (π).

We evaluate two OpenAI’s models, ChatGPT
(GPT-3.5-turbo) (Schulman et al., 2022) and GPT-4
(OpenAI, 2023). ChatGPT is a finetuned version
of the GPT-3.5 model, optimized for dialog using
RLHF. We use the September 2023 preview of
ChatGPT for our experiments. GPT-4 is a larger
and more recent model by OpenAI. We also evalu-
ate Meta’s publicly available Llama2-70B-Chat-hf
model (Touvron et al., 2023). It is a 70B parameter
model optimized for dialog use cases.

We set temperature equal to 0 for all the experi-
ments. Others parameters are set as follows: top
probability is 0.95 and the presence penalty is 1.

4.1. Dataset

We examine the moral dilemmas and value state-
ments proposed in Rao et al. (2023), each of the
four dilemmas contain nine pairs of contrasting
policies with at three different levels of abstraction.
These policies are related to three branches of
normative ethics: Virtue, Deontology, and Conse-
quentialism. The dilemmas highlights the clash
between different ethical values. The three dilem-
mas created by Rao et al. (2023) emphasize con-
flicts of interpersonal versus professional and com-
munity versus personal values. Each of these
dilemmas consists of nine policies, denoted as
π = (rFi ≥ rFj ), and their corresponding comple-
mentary forms, π̄ = (rFj ≥ rFi ). This gives us a
total of eighteen distinct policies for each dilemma.

To evaluate the ethical consistency of the Lan-
guage Models’ outputs, we use the ideal resolu-
tions for each dilemma under each policy, as an-
notated by Rao et al. (2023). None of these ideal
resolutions equate to ϕ.

Since all the proposed dilemmas are in english,
we translate these dilemmas and the correspond-
ing policies to six different languages (Spanish,
Chinese, Russian, Hindi, Arabic and Swahili) us-
ing Google Translation API 3. We back-translated
them into English to check the consistency of the
meanings of the values by manual inspection. The
prompt instruction is also translated similarly.

3https://translate.google.com/

4.2. Experiments

First, we conduct a baseline experiment in which
the models are prompted to respond to a moral
dilemma without any given policy, and they pro-
vide their moral judgment or resolution from the
three options: y = "he/she should", ¬y = "he/she
shouldn’t" and ϕ = "can’t decide". This process is
repeated for all languages. In order to eliminate the
effect of potential positional biases, we utilize six
different permutations of these three options and
each permutation is run 5 times. This experiment
is designed to reveal the models’ inherent biases
and moral stances, and to study how they vary
across different languages. For each language, a
total of 120 (4 × 6 × 5) experiments are conducted,
including four dilemmas and six permutations of
options. We note the baseline resolution of the
model for each of the dilemmas per language in
Table 1.

In the next part, there is a policy statement given
along with the dilemma instructing the model to
resolve the dilemma strictly based on the policy.
This results in each model being probed a total of
432 times for each language (18 × 4 × 6). The
prompt structure used here is the same as the one
proposed with the dilemmas.

4.3. Metrics

The following metrics were used to study the mod-
els’ behaviors across the dilemmas in different lan-
guages.

Accuracy here is defined as the percentage
of number of times the model correctly resolves
the dilemma given the policy as per the proposed
resolution.

Bias and Confusion are two key metrics calcu-
lated to assess model behavior. Bias is defined as
the fraction of times the model sticks to its base-
line stance, even when the provided policy dictates
otherwise. Confusion is the fraction of times the
model deviates from it’s baseline stance when the
policy prompts it to stick with the same stance. We
calculate both of these as follows:

bias =

∑
i(1 | xi ̸= A, yi = A)∑

i(1 | xi ̸= A)

confusion =

∑
i(1 | xi = A, yi ̸= A)∑

i(1 | xi = A)

Here, xi represents the ground truth, yi repre-
sents the model prediction, and A represents the
model’s baseline stance.

A higher bias value illustrates a strong alignment
of the model to it’s preferred resolution which it still
tries to reason for despite an opposing policy. A
high confusion score illustrates the possibility that
the model is perhaps not able to understand the

https://translate.google.com/
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dilemma and it’s associated values very well and
thus deviates from expected resolution for no clear
reason.

5. Results and Observations

Table 1 shows the baseline performance of all
three models across various languages. GPT-4
resolves dilemmmas with a remarkably high agree-
ment across all cases, with one notable exception
observed in the Heinz dilemma when probed in
Hindi, resulting in a 50% agreement rate. An in-
triguing observation emerges when analyzing the
GPT-4 results for the Rajesh dilemma; a distinct
pattern of opposite resolutions (highlighted in red)
is observed for most languages when compared
to the English context (highlighted in green). Fur-
thermore, ChatGPT exhibits conflicting behaviors
between English and Hindi for all dilemmas in its
resolution process. Llama2-70B-Chat exhibits the
least consistent behavior among the three models,
primarily due to the lower degree of agreement
among all possible permutations of choices. No-
tably, Llama2-70B-Chat demonstrates a remark-
able departure from the behavior of ChatGPT and
GPT-4 in most dilemmas and languages. Llama2-
70B-Chat tends to opt for affirmative resolutions,
such as "should share" and "should steal the drug,"
more frequently, showcasing a distinct and con-
trasting behavioral pattern when compared to its
counterparts. These findings hint at the potential
presence of bias within the models towards specific
dilemmas (and consequently, while resolving cer-
tain kinds of value conflicts) in specific languages,
warranting further investigation.

Figure 2 provides a comprehensive overview of
the results obtained from policy-based resolution
by the models across various languages, compar-
ing them to the ground-truth resolutions. GPT-4
consistently demonstrates superior ethical reason-
ing abilities across most languages, with the no-
table exception of Hindi. In stark contrast, Llama2-
70B-Chat exhibits the least ethical reasoning capa-
bility across the board.

Table 2 lists the accuracy of each model across
the different levels of abstraction of the policies.
We can see the trend that models tend to perform
slightly better on average on lower abstraction lev-
els.

When considering the different policies, it be-
comes evident from Figure 2 that Level 2 policies,
aligned with the consequentialist framework, are
where the models predominantly excel, except for
ChatGPT for Russian. For Level 1 deontological
policies, Llama2-70B-Chat and ChatGPT perform
well. These models perform well for Level 1 policies
in virtue ethics except for Russian and Spanish.
This highlights the nuanced interaction between

policy levels, ethical frameworks, and model per-
formance.

GPT-4 exhibits improved reasoning ability when
Level 2 policies are applied in Arabic, Russian, and
Spanish, as compared to English within the con-
sequentialist framework. Deontological policies in
Level 2 work better for Russian and Spanish than
for English. However, for virtue ethics-based poli-
cies, GPT-4 shows a distinct advantage for English.
Conversely, Llama2-70B-Chat demonstrates no-
tably superior performance with all ethical policies
when expressed in English, as compared to all
other languages. Overall, a general trend emerges
where all models tend to perform less effectively
in Hindi and Swahili, while achieving their best re-
sults in English and Russian. These observations
provide valuable insights into the models’ ethical
reasoning abilities in various linguistic and ethical
contexts.

Figure 1 provides a visual representation of our
comparative analysis, illustrating the bias and con-
fusion scores of each model across dilemmas and
languages. From the figure, it becomes evident
that GPT-4 exhibits the lowest levels of bias among
the models, while ChatGPT demonstrates the high-
est bias levels. Interestingly, all models exhibit sim-
ilar bias scores in both the English and Spanish,
as well as in the case of Hindi and Chinese.

On comparing the confusion scores, Llama2-
70B-Chat consistently shows the highest scores
among all models, with GPT-4 displaying the lowest
confusion scores. Notably, GPT-4’s behavior varies
across languages in the Rajesh dilemma, highest
confusion score being observed for Swahili. In
the context of Hindi, all models exhibit significantly
divergent behavior when compared to their perfor-
mance in English.

English Arabic Chinese Hindi Russian Spanish Swahili

ChatGPT

Heinz 100% 100% 76.6% 100% 83.3% 66.6% 96.6%
Monica 100% 66.6% 100% 100% 100% 100% 100%
Rajesh 100% 66.6% 100% 100% 100% 66.6% 66.6%
Timmy 100% 83.3% 100% 50% 96.6% 83.3% 83.3%

GPT-4

Heinz 100% 100% 100% 50% 100% 100% 100%
Monica 100% 100% 100% 100% 100% 100% 100%
Rajesh 100% 100% 100% 66.6% 63.3% 100% 56.6%
Timmy 66.7% 100% 86.6% 100% 100% 100% 100%

Llama2-70B-Chat

Heinz 100% 66.7% 83.3% 66.6% 66.6% 100% 50%
Monica 100% 66.7% 50% 83.3% 66.7% 100% 50%
Rajesh 83.3% 66.7% 66.7% 66.7% 100% 66.7% 100%
Timmy 66.7% 66.7% 66.7% 66.7% 83.3% 83.3% 57.1%

Table 1: Baseline resolutions percentage of the
times the majority resolution was chosen, Green -
y majority, red - ¬y majority and yellow - equal
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(a) ChatGPT bias (b) ChatGPT confusion

(c) GPT-4 bias (d) GPT-4 confusion

(e) Llama2-70B-Chat bias (f) Llama2-70B-Chat confusion

Figure 1: Bias and Confusion scores for the three models for each language-dilemma pair

6. Discussion and Conclusion

In this paper, we presented a study on the multilin-
gual ethical reasoning capability of three popular
LLMs, in the spirit of “ethical policy in prompt" over
value alignment as originally suggested by Rao
et al. (2023). Our study shows that while for some
languages, notably English and Russian, LLMs,
especially GPT-4, has superior ethical reasoning
abilities, for low-resource languages - Hindi and
Swahili, all models fail to perform well. Thus, along
the lines of many other studies on multilingual eval-
uation, our work provides further evidence in sup-
port of the performance gap across languages for
LLMs, and brings out yet another dimension – that
of ethical reasoning – where the gap is prominently
evident. Why this gap exists, and how it can be
bridged are two important problems we would like
to consider for future studies.

Languages and values are strongly intertwined,
as is language and culture. The World Value Sur-
vey (Inglehart and Welzel, 2010) shows how the
values vary by countries, and therefore, in the lan-
guages spoken there. While our study brings out
distinct biases of the LLMs across languages, it is
not clear whether these biases are a reflection of
cultural differences across the languages, or sim-
ply an artifact of poor performance. Similar bias
patterns between English and Spanish, and Chi-
nese and Hindi across models provide a hint that
there might be more to this than just performance
disparity. This is an interesting question that calls
for further investigation.

Recent studies in neuroscience and psychology
has shown that humans, most of the time, arrive
at a moral judgment akin to aesthetic judgments
shaped by their past experiences and cultural bi-
ases, rather than by reasoning (Haidt, 2001). This
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Model Level Arabic Chinese English Hindi Russian Spanish Swahili

C
ha

tG
P

T Level 0 66.0 54.2 60.4 55.9 68.1 50.0 50.0
Level 1 58.3 52.1 59.0 49.3 55.6 50.7 50.7
Level 2 54.2 53.5 56.9 50.2 56.3 48.6 48.6
Average 59.5 53.3 58.8 51.8 60.0 49.8 49.8

G
P

T-
4

Level 0 81.3 61.8 95.8 61.1 85.6 90.9 66.7
Level 1 84.0 79.9 95.8 68.8 95.5 91.7 75.0
Level 2 72.9 68.1 88.2 58.3 80.6 82.6 72.9
Average 79.4 69.9 93.3 62.7 87.2 88.4 71.5

Ll
am

a2

Level 0 47.2 61.8 81.9 51.4 73.6 63.9 40.5
Level 1 48.9 60.4 79.9 50.0 73.6 68.8 42.5
Level 2 45.8 59.7 72.2 50.7 63.9 54.9 40.6
Average 47.3 60.6 78.0 50.7 70.4 62.5 41.2

Table 2: Accuracy (%) (wrt ground truth) of resolution for policies averaged over types of ethics and
abstraction levels.

(a) ChatGPT

(b) GPT-4

(c) Llama2-70B-Chat

Figure 2: Accuracy(%) (wrt ground truth) of resolution for policies of different types and levels of abstraction
across different languages

is also known to be the reason behind implemen-
tation of unfair policies by governments and orga-
nizations, even if the people involved in making
these decisions had the right intentions. In this
light, use of LLMs for ethical reasoning support
across cultures, values and languages can be a
very promising use-case with significant large scale
positive impact.

Broader Impact Statement

Our framework is subject to some key limitations.
Firstly, it relies on the latest models, such as Chat-
GPT, GPT-4, and Llama2-70B-Chat, for ethical rea-
soning and the results cannot be generalized to
all current models and primarily supports an ’in
context’ ethical policy approach. However, we an-

ticipate that forthcoming language models will en-
hance this capability. Another limitation pertains
to the construction of dilemmas, moral policies,
and ideal resolutions which is designed by Rao
et al. (2023) who mention that these may include
some bias due to their ethnically homogenous
background, potentially limiting the diversity of rep-
resentation. Our study focuses on a limited set of
languages, primarily emphasizing linguistic diver-
sity, which may restrict the generalizability of our
findings to languages not included. Additionally,
using Google Translator for multilingual dilemma
translation introduces the potential for translation
errors. Despite these constraints, our research
provides valuable insights into the cross-cultural
ethical decision-making of Large Language Mod-
els (LLMs) across diverse languages, underscoring
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the importance of addressing these limitations in
future investigations to enhance the strength and
robustness of our findings. An ethical concern
stemming from our research is the potential misin-
terpretation that GPT-4’s superior ethical reasoning
capabilities could imply its readiness for real-life
ethical decision-making. This assumption can be
perilous, as the model’s testing is confined to just
seven languages, and caution should be exercised
against generalizing its performance to untested
languages. It’s important to emphasize that our
current study doesn’t offer a robust foundation for
employing LLMs in moral judgment processes, and
further research and considerations are warranted.
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