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Abstract
Court View Generation (CVG) is a challenging task in the field of Legal Artificial Intelligence (LegalAI), which
aims to generate court views based on the plaintiff claims and the fact descriptions. While Pretrained Language
Models (PLMs) have showcased their prowess in natural language generation, their application to the complex,
knowledge-intensive domain of CVG often reveals inherent limitations. In this paper, we present a novel approach,
named Knowledge Injection and Guidance (KIG), designed to bolster CVG using PLMs. To efficiently incorporate
domain knowledge during the training stage, we introduce a knowledge-injected prompt encoder for prompt tuning,
thereby reducing computational overhead. Moreover, to further enhance the model’s ability to utilize domain
knowledge, we employ a generating navigator, which dynamically guides the text generation process in the inference
stage without altering the model’s architecture, making it readily transferable. Comprehensive experiments on
real-world data demonstrate the effectiveness of our approach compared to several established baselines, especially
in the responsivity of claims, where it outperforms the best baseline by 11.87%.
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1. Introduction

In recent years, artificial intelligence has been ap-
plied in the legal domain. Legal artificial intelli-
gence (LegalAI) focuses on applying methods of
artificial intelligence to benefit legal tasks (Zhong
et al., 2018, 2019; Yue et al., 2021b; Feng et al.,
2022; Liu et al., 2023; Wu et al., 2023). Courts’
views can be regarded as interpretations of case
judgments, providing specific legal rules applica-
ble to individual cases. Courts’ views help ensure
fairness and justice in judgments and Court View
Generation (CVG) is considered one of the most
critical functions in LegalAI.

CVG is a distinctive natural language genera-
tion (NLG) task, which aims to generate court
views based on the plaintiff claims and the fact
descriptions. Existing NLG methods rely on the
extensive parameters of pretrained language mod-
els (PLMs) to achieve impressive generative capa-
bilities. These methods can be employed to ad-
dress the CVG task, but their effectiveness may be
compromised by insufficient domain-specific knowl-
edge. For example, Fig. 1 shows the court views
summarized by the judge and generated by BART
(Lewis et al., 2019) in a real case. The judge pro-
vides a court view that accurately responds to the
plaintiff claim based on their claim-related knowl-
edge. However, BART might mistakenly interpret
“interest" as “curiosity" due to its lack of understand-
ing of claim-related knowledge, thereby failing to
recognize the word’s importance, resulting in the
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(3) guarantee liability claim(2)interest claim(1)principal claim

Judge (Human) BART (AI)

Plaintiff claims

Defendant David borrowed 30,000 yuan from plaintiff Mike.(1) The interest 
was calculated based on the prevailing bank loan interest rate.(2) Defendant 
David signed as the borrower in the loan agreement issued by the plaintiff, 
while defendant Tommy signed as the guarantor in the guarantor section of 
the loan agreement.(3)

Defendant David is liable to repay the plaintiff's principal loan of 30,000 
yuan(1) and interest losses.(2) Defendant Tommy bears joint and several 
liability for the aforementioned debt.(3)

Fact description

It is established that defendant David 
borrowed 30,000 yuan from plaintiff 
Mike, and the court hereby confirms 
this fact. The plaintiff now seeks the 
repayment of the principal amount of 
30,000 yuan(1) and corresponding 
interest losses(2) from defendants 
David, and the court supports this 
claim. Defendant Tommy voluntarily 
provided guarantee for the loan and 
shall assume joint guarantee liability.(3)

The court holds that it is established 
that defendant David borrowed 
30,000 yuan from plaintiff Mike, and 
the court hereby confirms this fact.
The plaintiff now seeks the 
repayment of the principal amount of 
30,000 yuan(1) from defendants David, 
and the court supports this claim. 
David and Tommy are in a marital 
relationship and should share 
responsibility together.

Court view Court view

Figure 1: A real case in CVG. BART does not re-
spond to the plaintiff’s interest claim and mistakenly
responds to the guarantee liability claim.

generated court view lacking the response to the
interest claim. Similarly, BART also provides an
incorrect response to the guarantee liability claim.
In conclusion, general NLG methods may produce
incomplete or erroneous court views, due to a lack
of emphasis on domain-specific knowledge.

In this paper, we focus on the knowledge prob-
lem in the CVG task. To address this problem, we
are still facing the following challenges: (1) Fine-
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tuning PLMs on domain-specific data consumes
significant time and computational resources. How
to inject the domain knowledge into the model ef-
ficiently? (2) There remains a gap in the model’s
acquisition and application of domain knowledge.
How to guide the model in utilizing knowledge to
fulfill the task’s requirements?

To tackle the aforementioned challenges, based
on the pretrained language model (PLM), we pro-
pose a Knowledge Injection and Guidance (KIG)
method. To inject the domain knowledge efficiently,
we propose a knowledge-injected prompt encoder,
which focuses on training parameters within the
prompt encoder itself. We inject two types of claim-
related knowledge: keyword knowledge and la-
bel definition knowledge. Specifically, in the train-
ing stage, the knowledge-injected prompt encoder
leverages keyword knowledge for its initialization.
Additionally, it employs label definition knowledge
to identify and emphasize claim-related informa-
tion within the context. To guide the model in utiliz-
ing knowledge, we propose a generation navigator
in the inference stage, which guides the PLM in
generating text that incorporates useful domain
knowledge. The navigator dynamically adjusts the
decoding distribution, providing valuable guidance
to the PLM in crafting appropriate responses to
plaintiffs’ claims. Importantly, it is worth noting
that the navigator does not alter the architecture of
the PLM and only is used in the inference stage,
making it readily transferable to other models.

In order to evaluate the quality of generated
court views more comprehensively, in addition to
using similarity metrics, we design novel metrics
to evaluate the model’s ability to respond to claims.
We conduct extensive experiments on a real-world
dataset and demonstrate the effectiveness of our
method through comparisons with multiple base-
lines (including ChatGPT). Our method has shown
an improvement of 11.87% in the claim response
metric compared to the best-performing baseline.
In summary, our work’s contributions can be sum-
marized as follows:

• We investigate the task of court view genera-
tion (CVG) by taking the domain knowledge
into consideration.

• We propose a Knowledge Injection and Guid-
ance (KIG) method, incorporating a prompt
encoder for knowledge injection and a navi-
gator for knowledge utilization guidance. The
navigator holds transferability on other PLMs.

• We design claim response metrics for the
CVG task. Experimental results on a real-
world dataset demonstrate the effectiveness
of our method by both automatic evaluation
and human evaluation. We make the code and

dataset publicly available 1 for reproducibility.

2. Related Work

2.1. Prompt Learning

Prompt learning is an approach that augments the
input with prompt information to guide the model
in adapting to downstream tasks. Researchers
demonstrated its effectiveness using manually de-
signed prompts that were intuitive and straight-
forward (Reynolds and McDonell, 2021; Yu et al.,
2022). However, manual prompt construction can
be time-consuming and labor-intensive, leading
to the development of automatic methods (Jiang
et al., 2020; Shin et al., 2020). These methods
all use discrete prompts. In continuous prompt
methods, they inserted trainable parameters into
the input and constructed prompts in the vector
space (Li and Liang, 2021; Liu et al., 2021a,b; Gu
et al., 2021). Additionally, studies have shown that
using task-related token (Li and Liang, 2021) or
prior knowledge (Chen et al., 2022) to initialize
the prompt can enhance the performance of some
tasks. In contrast to prior work’s emphasis on per-
formance in low-resource situations, our focus is
on efficiently injecting domain knowledge to tackle
domain-specific problems by prompt tuning.

2.2. Controlled Text Generation

To make the generated text of PLMs satisfy cer-
tain constraints or serve specific purposes, con-
trolled text generation (CTG) techniques have
rapidly developed. Some researchers believe that
achieving CTG requires retraining or modifying the
model (Keskar et al., 2019). Other researchers
have achieved control effects by fine-tuning PLMs
on specific corpora (Zhang et al., 2020; Ziegler
et al., 2020; Zhang and Song, 2022). Addition-
ally, some researchers proposed that CTG can be
achieved through straightforward post-processing
techniques (Yang and Klein, 2021), where the
model’s output is modified during the inference
stage. In our work, we employ a generating navi-
gator to ensure that generated text adheres to the
attribute of “accurate knowledge utilization", which
is similar to CTG. Unlike existing methods, we rec-
ognize the impact of generation length and design
a dynamic guiding mechanism.

2.3. Court View Generation

The task of court view generation (CVG) has
spurred the development of different methods
across various scenarios. Yue et al. (2021b) di-
vided the factual description into the adjudging cir-

1https://github.com/LIANG-star177/KIG

https://github.com/LIANG-star177/KIG
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Claim Labels Keywords Descriptions

Principal Claim {“principal”, “debt”,
“borrower”}

The requests for repayment of the initial borrowed or owed amount, exclud-
ing interest and additional charges.

Interest Claim {“interest”, “interest
rate”, “bank”}

A borrower requests to pay the interest on a owed amount, calculated
based on the agreed-upon interest rate in the loan contract.

Spousal Joint
Debt Claim

{“spouse”, “joint debt”,
“property division”,

“marriage”}

One spouse seeks to divide shared debts within a marriage, often occurring
during divorce or separation when assets and debts are being split.

Guarantee
Liability Claim

{“guarantor”,
“guarantee”,

“guaranty contract”}

A guarantor asks to fulfill their duties in a guarantee contract, typically
because the borrower failed to meet their contract terms, leading to the
guarantor paying the debt or fulfilling guaranteed responsibilities.

Table 1: Keywords and Label definitions of each claim label.

cumstance and the sentencing circumstance. They
subsequently predicted the crime, generated ratio-
nales, and ultimately combined them to form the
court view. Wu et al. (2020) introduced an atten-
tion mechanism specifically designed for plaintiff
claims. They also proposed a pair of counterfactual
decoders, which categorize the claims into sup-
ported and unsupported, intending to highlight the
significance of claims. While these works adapt the
model structure to fit CVG, our approach achieves
this by incorporating domain knowledge, making it
better suited to the specific requirements of CVG.

3. Problem Formulation

Here, we formalize our problem as follows:
Fact Description refers to a descriptive text that

represents events that have been conclusively iden-
tified by the court. Here, we denote fact description
f =

{
wf

1 , ..., w
f
lf

}
, where lf denotes its length.

Plaintiff Claims refer to the specific allega-
tions and requests made by the plaintiff against
the defendant. Here, we denote plaintiff claims
c =

{
wc

1, ..., w
c
lc

}
, where lc denotes its length.

Claim Labels are categories into which plain-
tiff claims can be summarized. We use m claim
labels to encompass all the claims. We extract
these labels from the plaintiff claims through word
matching according to keywords 2 in Tab. 1.

Court View consists of the corresponding re-
sponse to the plaintiff claims and a comprehensive
analysis of fact description. We denote court view
v =

{
wv

1 , ..., w
v
lv

}
, where lv denotes its length.

Then, our task could be denoted as
Problem 1 (Court View Generation) Given the
fact description f and the plaintiff claims c, the
task is to generate the court view v.

4. Method

In this section, we first introduce the prompt tun-
ing of pretrained language model (PLM), which

2We ask legal experts to supply these keywords.

serves as the foundational model. Then, we pro-
vide the detailed implementation of our Knowledge
Injection and Guidance (KIG) method. The overall
framework is shown in Fig. 2.

4.1. Preliminary

Prompt Tuning. Li and Liang (2021) train a
prompt encoder that can provoke the PLM’s gen-
eration ability instead of fine-tuning. Specifically,
in the CVG task, a prefix p of length lp is concate-
nated in front of the fact description, plaintiff claims,
and court view denoted as x = [p, f, c, v]. The em-
beddings of the prefix are randomly initialized and
denoted as Dp = [e(x1), ..., e(xlp)]. Then, a train-
able feedforward neural network (MLPθ) serves as
a prompt encoder, transforming the prefix into the
sequence of hidden states. The hidden states, ex-
cluding those from the prefix, are obtained through
encoding by a pretrained autoregressive language
model (PLMϕ). The activation at the i-th time step
hi can be calculated as follows:

hi =

{
MLPθ(Dp)[i, :], if i < lp,

PLMϕ(xi, h<i), otherwise,
(1)

While encoding with the PLM, hi = [h1
i , ..., h

n
i ]

is computed by concatenating all activation layers.
n is the number of Transformer layers. Then, the
probability distribution of each token in the target
can be calculated as follows:

P (xi+1|h≤i) = softmax(Wϕh
n
i ) (2)

where W is a pretrained matrix that maps hn
i to

logits over the vocabulary.
Despite the frozen parameters in the PLM, the

activations introduced by the prefix naturally in-
fluence the subsequent activations of the PLM,
enabling prompt tuning to achieve notable perfor-
mance in low-resource scenarios. To leverage the
efficiency offered by prompt tuning and address
the lack of domain knowledge, we introduce a
knowledge-injected prompt encoder.
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Label Encoder

…interest

interest rate
guarantee

claim aware context

(4) Generating Navigator

𝒉𝒉𝟏𝟏𝒗𝒗 𝒉𝒉𝟐𝟐𝒗𝒗 …

(a)

marriage

Label Attention

fact & claim

(b)

(c)

(1) GPT-2

B. Knowledge-injected Prompt Encoder

borrow
interest

court
…

borrow
interest

court
… …

borrow
interest

court
… …

Keyword knowledge

spouse

Label definition 
knowledge

context

David owed …, he should 
repay the loan and interest …

output hidden

(2) Knowledge-injected  Prompt Encoder
initialize

(3) GPT-2

Prefix hidden

…

fact & claim hidden

…

The court supports the repayment 
of the principal and the interest

court view

𝒑𝒑𝟏𝟏 𝒑𝒑𝟑𝟑𝒑𝒑𝟐𝟐

…𝒉𝒉𝟏𝟏 𝒉𝒉𝟑𝟑𝒉𝒉𝟐𝟐

…𝒉𝒉𝟏𝟏 𝒉𝒉𝟑𝟑𝒉𝒉𝟐𝟐

Figure 2: The architecture of KIG. (1) is the frozen pretrained GPT-2, utilized for obtaining input context.
(2) is the knowledge-injected prompt encoder, which incorporates claim knowledge to obtain claim-aware
context. (3) is the same frozen GPT-2, which is used for calculating the activation of output from the
knowledge-injected context. (4) is the generating navigator, guiding the model’s inference process.

4.2. Knowledge-injected Prompt Encoder

To efficiently address the CVG task, we incorpo-
rate two types of claim-related knowledge into the
prompt encoder: keyword knowledge for initializa-
tion and label definition knowledge for label atten-
tion. The keywords and label definitions for each
claim label are provided in Tab. 1.

4.2.1. Keyword-based Initialization

To enable the model to capture fine-grained claim
information, we design a method to inject knowl-
edge into the initialization of prompt embedding.
Specifically, we first extract the representations of
keywords in PLM’s embedding layer and then ag-
gregate these representations of each claim label
as follows:

êi =

K∑
i

ϕcl
i · E(Si), (3)

where K is the key words’ number of the i-th claim
label and E is the word-embedding layer of the
PLM. Si is the set of keywords for the i-th claim
label, while ϕcl

i is the frequency distribution of these
keywords. These claim label embeddings are then
concatenated to initialize the embedding of the
prompt encoder D̂p = [ê1, ..., êm]. So the prefix
length lp is equal to the number of claim labels m.

4.2.2. Label Attention

We notice that injecting semantic knowledge of
claim labels can enhance the model’s ability to
learn claim-related information. Since every claim

label has a detailed definition in the Code of Law,
we encode them using Transformer networks and
a mean pooling operation to obtain the initial se-
mantic claim label representation C ∈ Rm×d.

To allow the prompt encoder to sense different
contexts, we concatenate the fact description f
and the plaintiff claims c and inputs them into the
PLM to obtain the context hidden hfc ∈ R(lf+lc)×d.
We use the context hidden to query the relevant
semantics of the claim label representation. Specif-
ically, we first calculate the similarity score between
the context hidden hfc and the i-th claim label rep-
resentation Ci as follows:

αi = hfc
TWcCi, (4)

where Wc is a trainable matrix. We calculate the
weighted semantic representations of claim labels
based on the corresponding similarity scores:

C ′ =
∑ exp(αi)∑

j=1 exp(αj)
Ci (5)

We further add the input’s context hidden with the
most relevant semantic representation of the claim
labels, obtaining the claim-aware context hidden:

h′
fc = hfc + C ′ (6)

Since the MLP in prompt tuning (Li and Liang,
2021) can only encode prefixes, in order to com-
bine both claim-aware context and prefix informa-
tion simultaneously, we replace the MLP with an
autoregressive model Rθ as the prompt encoder.
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It can be expressed as follows:

h′
i =

{
Rθ(D̂p)(xi, h

′
fc, h<i), if i < lp,

PLMϕ(xi, h<i), otherwise.
(7)

Therefore, we predict the probability distribution
of each token similar to Eq. 2.

4.3. Generating Navigator

In the inference stage, we employ a generating nav-
igator to guide the utilization of domain knowledge.
Specifically, it adjusts the decoding probability dis-
tribution of the PLM to generate court views that
incorporate appropriate knowledge. We will now
explain the principles and the guiding process.

4.3.1. Principles

Inspired by Yang and Klein (2021), we explain the
principles as follows:

If the generative model needs to generate a
court view v of length lv, with the attribute a, it
can be modeled as follows:

P (v|a) =
lv∏
i=1

P (xi|x1:i−1, a), (8)

where xi is the i-th token, we can utilize Bayesian
decomposition to obtain:

P (xi|x1:i−1, a) ∝ P (xi|x1:i−1)P (a|x1:i), (9)

where P (xi|x1:i−1) is the distribution of the next
token. P (a|x1:i) can be modeled using a classifier
that predicts the attribute a3.

Therefore, we can employ a claim label classifier
as the generating navigator to assign the recom-
mendation score for the next token and its training
details can be found in Sec. 4.4.

4.3.2. Recommendation Score Calculation

Now we present the calculation process of the rec-
ommendation score. Given a generated sequence
x1:i−1, to obtain the navigator’s recommendation
score distribution ϕs

i for i-th token, we evaluate
the normalized Jaccard similarity between the pre-
dicted label a and the true label â as follows:

ϕs
i = softmax(

|ai ∩ â|
|ai ∪ â|

). (10)

Moreover, we consider the impact of the genera-
tion length. When the generation length is short,
the navigator receives little information, resulting in
poor performance and unreliable guiding capabil-
ity. We design a dynamic guidance method based

3In our task, a is including the correct claim label.

on the generation length l, and the new scoring
calculation method is as follows:

ϕ̃s
i =

ϕs
i

1 + exp((k − l)/µ)
, (11)

where k denotes the starting position of the guid-
ance, µ controls the variation speed of the guiding
strength. As the generation length l increases, the
guiding strength becomes stronger.

4.3.3. Inference with Guidance

In the inference stage, we concatenate the fact de-
scription and the plaintiff claim together, obtaining a
new input for the model to calculate the next token’s
distribution ϕg

i . Simultaneously, we employ the gen-
erating navigator to calculate the recommendation
score distribution ϕ̃s

i . Then, we aggregate the two
distributions to yield the desired distribution ϕ̄g

i for
i-th token:

ϕ̃g
i = ϕg

i + λϕ̃s
i , (12)

where λ is the guiding strength coefficient. Subse-
quently, we obtain the court view by selecting the
token with the highest probability distribution.

4.4. Training

Training for Knowledge-injected Prompt En-
coder. We keep the PLM’s parameters frozen
while training the prompt encoder to make the gen-
erated texts align with the real court views. Our
training objective aims to minimize the following
loss function:

L(θ) = −
N∑

i=lf+lc+1

log p(ϕ, θ)(xi|h<i), (13)

where ϕ is the frozen parameters of the PLM and θ
is the trainable parameters of the prompt encoder.

Training for generating navigator. Suppose we
have a dataset {(x1:lv , ŷ)}, where x1:lv is a court
view, and ŷ is the corresponding claim label. Since
the navigator needs to predict at each time step
during the decoding process, we separate each
sample x1:lv into individual sub-samples x1:i.

We train a multi-label classifier to predict the
claim labels and compare the predicted label y with
ŷ. We use cross-entropy loss (Nam et al., 2014)
for optimizing the loss in multi-label classification:

LN = −
m∑
i=1

(yi log (ŷi)) + (1− yi) log (1− ŷi) ,

(14)
where predicted label for the i-th claim is yi ∈
[0, 1], the true label is ŷi ∈ [0, 1], and m is the
number of claim labels. We utilize GPT-2 to train
the multi-label classifier, enabling us to compute
and optimize gradients for all sub-samples in a
single forward-backward process.
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Type Result

# Sample 41693
Avg. # Tokens in Fact Description 177.5
Avg. # Tokens in Plaintiff Claims 76.3
Avg. # Tokens in Court View 205.7
Avg. # numbers of claim labels 2.13

Table 2: Statistics of the dataset.

5. Experiment

5.1. Dataset Description

We conduct experiments on a public civil cases
dataset (Wu et al., 2020). To ensure data qual-
ity, we set the minimum length for fact description,
plaintiff claim, and court view to 20, while the maxi-
mum lengths are set to 400, 200, and 400, respec-
tively. We randomly split the dataset into training,
validation, and testing sets in an 8:1:1 ratio. The
original dataset does not contain claim labels and
we extract them using word matching, as shown
in the Sec. 3. The details of the dataset are pre-
sented in Tab. 2.

5.2. Evaluation Metrics

5.2.1. Automatic Evaluation

Similarity metrics. We use two commonly used
metrics in NLG tasks. (1) BLEU (Papineni et al.,
2002), measures the extent to which generated
content matches the n-grams of the reference text.
We used BLEU-1, BLEU-2 and BLEU-n, which is
the average value of BLEU-1 ∼ 4. (2) ROUGE4,
is another evaluation metric for text generation.
In particular, we utilized ROUGE-L (Lin, 2004) to
measure the longest common subsequence (LCS).

Claim response metrics. In the Controlled Text
Generation (CTG) task, Yang and Klein (2021)
trained a classifier to predict the formality of trans-
lated text. Similarly, we train a claim label classifier
on the training data to evaluate whether the gener-
ated court views accurately respond to the plaintiff
claims. Specifically, we input the court views gen-
erated by the model into the classifier and obtain
predicted claim labels. After statistics, the Micro-
F1 and Macro-F1 of the classifier are 95.32% and
94.38%, respectively, which illustrates the classi-
fier can effectively compute claim response metrics.
We use the F1 score (Mi-F, Ma-F) and Jaccard sim-
ilarity coefficient (Mi-J and Ma-J) to measure the
alignment between predicted labels and true labels,
where Mi refers to the micro average and Ma refers
to the macro average.

4https://pypi.org/project/rouge/

5.2.2. Human Evaluation

To further evaluate the effectiveness of KIG, we
conduct a human evaluation. We randomly select
200 civil cases from the test set and shuffle them to
ensure fairness. We invite ten annotators with legal
backgrounds to evaluate these results refer to the
ground truth from two perspectives: (1) Fluency.
The annotators rate the fluency of court views on
a scale of 1-5. (2) Fitness. The annotators as-
sess the alignment between the court view and the
plaintiff claims assigning a score between 1-5.

5.3. Baseline Methods

First, we implement several NLG methods that are
trained from scratch. (1) Transformer (Vaswani
et al., 2017), is a common method that lever-
ages self-attention mechanisms. (2) PGN (See
et al., 2017), is a sequence-to-sequence model
that designs a pointer mechanism to handle out-of-
vocabulary words. (3) AC-NLG (Wu et al., 2020) is
a civil CVG method, that mitigates the bias of data.

Recently, there has been a surge in the popular-
ity of large language models (LLMs). We incorpo-
rate a prompt (“Please generate a court view based
on the following facts and the plaintiff claims") be-
fore the input and utilize their interfaces to generate
court views. (4) Text-Davinci-003, can generate
high-quality text outputs with its large-scale pre-
training on diverse text data. (5) GPT-3.5-Turbo5,
is an upgraded version of the GPT-3 model, and
exhibits impressive NLG capabilities.

In addition, we implement several PLMs-based
methods. (6) GPT-2, is fine-tuning the pretrained
GPT-2 6 model on civil court cases. (7) BART
(Lewis et al., 2019) is a bidirectional autoregres-
sive Transformer model that performs well in vari-
ous NLP tasks. (8) T5 (Raffel et al., 2020) is a text
generation model based on the Transformer archi-
tecture and follows a text-to-text transfer learning
paradigm. (9) Prefix-Tuning (Li and Liang, 2021)
is a prompt learning method that employs a prompt
encoder to encode prefixes. We use the same
pretrained GPT-2 model as the base model to im-
plement this method.

Lastly, we conduct ablation experiments on our
approach. (10) KIG w/o V removes the knowledge
prompt initialization from the prompt encoder and
instead initializes it with random embeddings. (11)
KIG w/o L removes the label attention from the
prompt encoder and uses the context hidden of
the input. (12) KIG w/o N removes the generating
navigator in the inference stage, generating court
views solely based on the decoder.

5GPT-3.5-Turbo is the model that powers ChatGPT
6https://huggingface.co/uer/gpt2-chinese-

cluecorpussmall
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Method Similarity Metrics Claim Response Metrics
B-1 B-2 B-N R-1 R-2 R-L Mi-F Ma-F Mi-J Ma-J

Transformer 61.01 52.01 48.97 64.47 46.45 56.95 72.02 65.24 56.28 50.86
PGN 61.24 51.25 47.68 68.16 46.16 58.09 67.01 64.96 52.01 48.59
AC-NLG 61.72 52.61 49.71 68.57 49.46 59.97 69.03 66.03 54.70 51.59

Text-Davinci-003 50.02 35.29 29.11 50.87 20.32 30.39 73.26 62.55 57.80 49.34
GPT-3.5-Turbo 53.47 39.38 32.86 53.25 23.38 32.46 79.23 64.76 65.60 53.23

BART 64.48 55.72 51.75 72.12 51.11 61.89 76.23 71.47 61.59 58.54
T5 63.33 53.63 50.33 69.21 46.39 61.70 74.01 72.36 58.74 59.25
GPT-2 68.65 61.92 59.05 75.87 59.06 68.48 81.09 75.91 68.19 63.20
Prefix-Tuning 66.28 58.36 57.12 73.95 56.52 65.69 79.28 75.24 67.59 63.24

KIG 71.04 64.80 62.40 77.28 62.25 71.11 90.21 87.78 82.16 78.40

KIG w/o V 70.48 63.58 61.06 76.47 60.85 69.99 88.29 83.65 79.04 72.91
KIG w/o LA 69.32 63.16 60.86 75.89 60.68 69.85 88.63 86.48 79.58 76.39
KIG w/o N 70.45 64.34 61.96 77.05 62.09 70.96 88.08 85.04 78.70 74.22

Table 3: Results of court view generation, the best is bolded and the second best is underlined.

Method Similarity Metrics Claim Response Metrics
B-N R-L Mi-F Ma-F

Transformer w/ N 48.58(-0.39) 56.63(-0.32) 73.29(+1.27) 66.54(+1.30)
PGN w/ N 46.95(-0.73) 57.62(-0.47) 68.49(+1.38) 65.53(+0.57)
AC-NLG w/ N 49.51(-0.20) 59.57(-0.40) 70.24(+1.21) 67.42(+1.39)

BART w/ N 51.98(+0.23) 62.99(+1.10) 78.42(+2.19) 72.54(+1.07)
T5 w/ N 51.10(+0.77) 62.37(+0.67) 75.80(+1.79) 73.95(+1.59)
GPT-2 w/ N 60.31(+1.26) 69.26(+0.78) 83.55(+2.46) 79.02(+3.11)
Prefix-Tuning w/ N 58.66(+1.54) 67.33(+1.64) 81.44(+1.76) 77.05(+1.81)

Table 4: Results of the baselines with the generating navigator.

Method Flu. Fit.

AC-NLG 3.18 2.52
GPT-3.5-Turbo 3.86 3.82
GPT-2 4.49 3.87
KIG 4.52 4.02

Table 5: Results of human evaluation.

Model Tuned
Params

Storage
Space

Training
Time

Finetuning 118M 464M 1.4 hours
KIG 18M 72M 0.5 hours

Table 6: Efficiency Comparison of different meth-
ods on GPT-2. The training time is tested on 2
3090 GPUs.

5.4. Experiment Details

In prompt initialization, we set the prefix length to
the number of claim labels. To maintain alignment,
we set the same prefix length in the prefix-tuning
method. When using the generating navigator to
guide the generation process, we empirically set
the range for changing the probability distribution
to 10 (Yang and Klein, 2021). This means that
the top 10 tokens with the highest probabilities are
scored by the generating navigator and re-ordered.

We explore different hyperparameters of our model,
and our work reports the results obtained with the
best-performing parameters, where λ is 6, k is 50,
and µ is 10. To assess the efficiency of our KIG
method, we compared the training costs between
fine-tuning and KIG in Tab. 6.

5.5. Experimental Results

Results of court view generation: Tab. 3 shows
results of CVG in automatic metrics. We have the
following observations: (1) AC-NLG performs the
best among the methods trained from scratch, but
the PLMs-based methods achieve better results,
with GPT-2 demonstrating the best performance
among all baselines. (2) Our method outperforms
the baselines across all metrics. KIG outperforms
GPT-2 by 3.35% in the B-N and by 11.87% in the
Ma-F. (3) The interface-based methods perform
poorly in similarity metrics but excel in claim re-
sponse metrics, which demonstrates that while
LLMs may lack legal knowledge, they possess ex-
ceptional comprehension abilities. (4) Compared to
GPT-2, prefix-tuning performs worse, which proves
that simply replacing fine-tuning with prompt learn-
ing leads to a performance decline. (5) In the ab-
lation experiments, KIG w/o V, KIG w/o LA, and
KIG w/o N perform worse than KIG in all metrics,
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Fact Description

Defendant David borrowed 30,000 yuan from plaintiff Mike.(1) The interest was calculated based on the prevailing bank loan 
interest rate.(2) Defendant David signed as the borrower in the loan agreement issued by the plaintiff, while defendant Tommy 
signed as the guarantor in the guarantor section of the loan agreement.(3) Subsequently, despite the plaintiffs repeated demands for 
payment, both defendants failed to make any payments, leading to the initiation of this lawsuit.

Plaintiff’s Claims Defendant David is liable to repay the plaintiff's principal loan of 30,000 yuan(1) and interest losses.(2) Defendant Tommy bears 
joint and several liability for the aforementioned debt.(3)

Court’s View (BART)
The court holds that defendant David borrowed 30,000 yuan from plaintiff Mike, and the court hereby confirms this fact. The 
plaintiff now seeks the repayment of the principal amount of 30,000 yuan(1) and corresponding interest losses(2) from defendants 
David, and the court supports this claim. David and Tommy are in a marital relationship and should share responsibility together.(4)

Court’s View (KIG)

The court has determined that defendant David indeed obtained a loan of 30,000 yuan from plaintiff Mike, and the court affirms 
this established fact. The plaintiff now requests the return of the principal sum of 30,000 yuan(1) along with the associated interest 
losses(2) from defendant David, and the court upholds this demand. Defendant Tommy, of his own accord, offered a guarantee for 
the loan and shall share joint liability for this guarantee. (3)

Court’s View (REAL)

The court holds that it is established that defendant David borrowed 30,000 yuan from plaintiff Mike, and the court hereby 
confirms this fact. The plaintiff now seeks the repayment of the principal amount of 30,000 yuan(1) and corresponding interest 
losses(2) from defendant David, and the court supports this claim. Defendant Tommy voluntarily provided a guarantee for the loan 
and shall assume joint guarantee liability. (3)

(3) guarantee liability claim(2) interest claim(1) principal claim (4) spousal joint debt claim

Figure 3: Case study.

demonstrating the effectiveness of our approach.
Specifically, knowledge prompt Initialization signif-
icantly improves the response metric, while label
attention noticeably enhances the similarity metric.

Results of the baselines with the generating
navigator: From Tab. 4, we can conclude that:
(1) The generating navigator improves the claim
response metrics across all baselines, indicat-
ing its versatility and transferability. (2) In terms
of the similarity metric, the generating navigator
progressively improves the PLMs-based methods
but slightly decreases the methods trained from
scratch. We believe this is because the navigator
is the PLM architecture and is better aligned with
the PLM generator. In summary, the generating
navigator can be easily transferred to other models
to meet the requirements of specific tasks.

Results of human evaluation: From Tab. 5, it
can be seen that: (1) Due to the lack of rich lan-
guage knowledge, AC-NLG performs worse than
methods that involve PLMs. (2) Our method KIG
achieves the best performance in fluency and fit-
ness, which is consistent with the results in the
automatic evaluation. (3) The Kappa coefficient
κ between any two annotators is greater than 0.8,
indicating the consistency of the human evaluation.

From the above observations, our method can
generate high-quality court views. Specifically,
it can provide effective responses to the plaintiff
claims while aligning with true court views.

The impact of hyperparameters on perfor-
mance: From the upper of Fig. 4, it can be ob-
served that as the coefficient λ increases, the claim
response metrics gradually improve, but the sim-
ilarity metrics start to decrease after λ = 6. This
indicates that excessive adjustment by the generat-
ing navigator leads to a decrease in performance.
Therefore, in our work, we set λ to 6. From the
lower, we can find that when k exceeds 50, there

Figure 4: The upper shows the impact of guiding
strength coefficient λ and the lower shows the im-
pact of the guidance starting position k.

exists a noticeable decline in the guidance ability
of the generating navigator. This suggests that
the court view starts responding to the claims at
around 50 tokens. In our work, we set k to 50.

5.6. Case Study

Fig. 3 displays court views in a real legal case,
generated by the PGN, BART, and our method KIG,
alongside the real court view. In this case, PGN
failed to address the interest claim, while BART not
only omitted a response to the interest claim but
also incorrectly interpreted the guarantee liability
claim as a spousal joint debt claim. In contrast, KIG
accurately addressed all claims and maintained a
similarity to the real court view.
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6. Conclusion

In this paper, based on the PLM, we propose an
efficient Knowledge Injection and Guidance (KIG)
method for the CVG task. Our method integrates
claim-related knowledge by prompt tuning and in-
troduces a generating navigator to guide the gen-
eration process. Through comprehensive exper-
iments on a real-world dataset, we demonstrate
the effectiveness of our method in generating court
views. Our approach is based on GPT-2 but does
not modify the structure of GPT-2, so our method
has the potential to be generalized to other LLMs,
such as ChatGLM 7, which also use prompt tuning.

7. Ethical Discussion

It is crucial to consider the ethical implications of
CVG using artificial intelligence. First, Our method
is constructed on a Chinese legal scene, and if it
is to be applied to other countries’ legal systems,
adaptive adjustments need to be made. When
dealing with a large amount of legal data, which
involves personal privacy, it’s crucial to adhere to
privacy protection regulations (Xu et al., 2023). An-
other concern is that models can inadvertently per-
petuate biases from training data. Therefore, it is
essential to mitigate model biases to ensure fair-
ness.

Furthermore, while KIG can automate CVG, it
is necessary to preserve the role of legal profes-
sionals in critically evaluating and interpreting the
generated outputs. This work should serve as a
tool to assist legal professionals rather than replace
their expertise and judgment. So far, users and
stakeholders should have a clear understanding
of the potential limitations of this algorithm and it
cannot be directly applied to real-world scenarios.

8. Limitations

In this section, we discuss the limitations of our
work as follows:

• The KIG method enhances the understanding
of litigation claims by injecting prior knowledge.
To enhance performance, consideration could
be given to appropriate feature extraction tech-
niques (Wang et al., 2017). Moreover, law is
a constantly evolving domain. Ensuring the
timeliness of knowledge updates may pose
challenges.

• The KIG method introduces a generating navi-
gator to explicitly guide the generator’s focus
on claims. However, this explicit guidance of-
ten requires extra training and data.

7https://github.com/THUDM/ChatGLM-6B
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