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Abstract

Aspect-category-based sentiment analysis (ACSA), which aims to identify aspect categories and predict their
sentiments has been intensively studied due to its wide range of NLP applications. Most approaches mainly utilize
intrasentential features. However, a review often includes multiple different aspect categories, and some of them do
not explicitly appear in the review. Even in a sentence, there is more than one aspect category with its sentiments, and
they are entangled intra-sentence, which makes the model fail to discriminately preserve all sentiment characteristics.
In this paper, we propose an enhanced coherence-aware network with hierarchical disentanglement (ECAN) for
ACSA tasks. Specifically, we explore coherence modeling to capture the contexts across the whole review and
to help the implicit aspect and sentiment identification. To address the issue of multiple aspect categories and
sentiment entanglement, we propose a hierarchical disentanglement module to extract distinct categories and
sentiment features. Extensive experimental and visualization results show that our ECAN effectively decouples
multiple categories and sentiments entangled in the coherence representations and achieves state-of-the-art (SOTA)
performance. Our codes and data are available online: https://github.com/cuijin-23/ECAN.
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1. Introduction Sy \/llengIC(E)fé the bartender rocks!

With the rapid growth of Internet services, a large §:: Pacifico is a great place to casually hang out.

b . <SERVICE#GENERAL>
number of user-generated textual reviews have be- §s: The drinks are great, especially when made by Raymond
come available, which has drawn much attention to S The omlette for brunch is great..
aspect-based sentiment analysis (ABSA) research Ss: The spinach is fresh, definitely.not frozen...

(Zhang et al., 2022a). To date, many of its vari-
ants, including aspect-based sentiment classifica-
tion (ABSC) and aspect term-based sentiment anal- Category-level Coherence
ysis (ATSA), have been studied (Zhang and Qian, SR

FOOD#QUALITY FOODY > <SERYICE# GENERAL>
S;o: Overall, decent food at a good price, with friendly people.

2020; Li et al., 2021; Zhang et al., 2022¢; Ma etal., | “x "1 "¢ “& ‘se S\_Sm\; o+ @
2023_). One such attempt is aspec_t-c_ategory-based . e ouiral
sentiment anaIySIS (ACSA) 90n3|st|ng Of t_\NO_SUb_ Category Disentanglement Sentiment Disentanglement
tasks: aspect category detection (ACD), which iden- Y8 <serviceiomEraL 2002000 ¢ O
tifies aspect categories, and aspect-category sen- L $ €6 6 6 o

Positive

timent classification (ACSC), which predicts their
sentiments (Cai et al., 2020; Li et al., 2020c; Zhou
and Law, 2022).

The primary approaches to this task mainly lever- Figure 1: A review (ID: P#9) from SemEval-2015:

age intrasentential features to learn their mod-  \yqrgs with angle brackets and the colored circle
els (Zhou and Law, 2022). However, two major “« »

) o~ show aspect categories. “+,” “—,” and “o” denote
issues remain in the way of state-of-the-art (SOTA) positive, negative, and neutral sentiments, respec-
performance. One is that a review often includes  ely  Arcs indicate that they have an identical
multiple different aspect categories, and some of category or sentiment in a coherent review.

them do not explicitly appear in the review. Tak-

ing an example from the REST 15 dataset shown
in Figure 1, there are several aspect categories,
such as “service” and “restaurant.” “Raymond” in
S3 may be a bartender’s name, while we cannot
identify that it is related to the “service” category
with only Ss3, since “service” in S; shows an im-

o
Neutral

P+ @ =+

Negative

plicit aspect category. A user often gives reviews
with a consistent opinion. For example, “Raymond”
in S5 is strongly related to both “Raymond” in .S,
and "friendly people” in Sio which indicates “ser-
vice” served by people. However, the aforemen-
*Corresponding author. tioned approaches cannot capture how sentences
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are connected or how the entire review is organized
to convey information to the reader.

Another issue is that there is more than one as-
pect category and its sentiment in a sentence, and
they are entangled. A vanilla sentiment-level to-
ken fails to discriminately preserve all sentiment
characteristics. For instance, Sy in Figure 1 con-
tains a neutral opinion on the aspect of food, i.e.,
“decent food” and a positive opinion on the restau-
rant’s price and service, i.e., “good” and “friendly.”
Therefore, “food” is likely to be incorrectly identified
as positive. As illustrated in the middle box in Fig-
ure 1, i.e., category-level coherence, this indicates
that both aspect categories and their sentiments
are entangled intra-sentence as well as throughout
sentences in a review.

Motivated by the issues mentioned above, we
propose an enhanced coherence-aware network
with hierarchical disentanglement (ECAN) for the
ACSA task. Specifically, we leverage coherence
modeling to capture contexts across the whole re-
view. It also enables the model to learn explicit opin-
ions from contexts to help the implicit aspect and
sentiment identification. Furthermore, to address
the issue that aspect categories and sentiments
are entangled, we propose a hierarchical disentan-
glement module. The module applies a parallel
attention mechanism on coherence-aware repre-
sentation to both multiple categories and aspects to
extract distinct categories and sentiment features.
As illustrated in the bottom boxes of Figure 1, we
disentangle (i) the category representations, and (i)
the words that represent sentiments according to
their sentiment polarities by utilizing the coherence
features. The sentence-level representation is thus
divided into several groups with relative category
and sentiment features.

In summary, the main contributions of our ap-
proach are as follows:

(1) We propose an ECAN that leverages coher-
ence modeling to learn the explicit opinions from
contexts to help the implicit aspect and sentiment
identification for the ACSA task;

(2) We propose a hierarchical disentanglement
of category and sentiment for mining more fine-
grained features;

(3) Extensive experiments and visualization re-
sults on four benchmark datasets have demon-
strated that the ECAN outperforms SOTA methods
in both ACD and ACSC tasks.

2. Related Work

Aspect Category Sentiment Analysis. Early stud-
ies on ACSA first detected the aspect category
and then predicted the sentiment polarities for the
detected categories (Xue and Li, 2018; Tay et al.,
2018). Liang et al. (2019) utilized a sparse coeffi-

cient vector to guide the representations of aspect
category and sentiment. As such, the representa-
tions of aspect category and sentiment are learned
independently, which hampers the performance of
the model. Several studies focus on the issue and
explore the joint prediction of two associated ele-
ments (Wang et al., 2019; Li et al., 2020a; Wu et al.,
2021; Lin et al., 2023), e.g., a multi-task learning
approach (Li et al., 2020c) and a hierarchical graph
convolutional network (Cai et al., 2020).

More recently, some attempts have been made
to build sentiment triples or quadruples to simplify
aspect-category tasks (Cai et al., 2021; Gao et al.,
2022; Gou et al., 2023). However, most of these
approaches ignore the effectiveness of disentan-
gling sentence representations by categories and
sentiments in sentences.

Coherence Modeling. With the success of
deep learning techniques, coherence analysis has
been widely studied. Several approaches are de-
signed to model sentence-level coherence, includ-
ing a transferable neural model (Xu et al., 2019),
an entity-based neural local coherence model
(Jeon and Strube, 2022), and a local attention
mechanism-based hierarchical coherence model
(Liao et al., 2021). Another approach is to learn co-
herence across a whole document, which includes
a transformer-based architecture (Abhishek et al.,
2021) and a multi-task framework that learns both
word- and document-level representations (Farag
and Yannakoudakis, 2019). Our approach lies
across both sentence- and document-level coher-
ence to provide a comprehension framework for
sentiment coherence.

Disentangled Representation Learning. Disen-
tangled representation learning (DRL) has been
widely employed to decouple underlying factors
in the observable data (Bao et al., 2019; Wang
et al., 2022), as it is intractable to model explana-
tory factors in some scenarios (Locatello et al.,
2019). Several DRL methods have been applied
to NLP tasks, such as text-style transfer (Cheng
et al., 2020; John et al., 2019; Nangi et al., 2021;
Hu et al., 2023), multi-modal sentiment analysis
(Zhang et al., 2022b), domain adaptation (Liu et al.,
2018; Lee et al., 2021; Wang et al., 2023), and text
generation (Chen et al., 2019; Thompson and Post,
2020).

Recent work on aspect-level sentiment analy-
sis has primarily focused on the ATSA task. Silva
and Marcacini (2021) attempted to disentangle the
syntactic and semantic features by utilizing the De-
BERTa model (He et al., 2021). Mei et al. (2023)
proposed a graph-based model that extracts a spe-
cific linguistic property to help capture finer feature
representations. However, to date, little research
has focused on aspect categories and sentiment
disentanglement for the ACSA task.

5844



(1) Coherence-aware
Representation Learning

A
“®

Document-Level
Coherence

=
2
m
H
XLNet

e mef;rchiqﬂ Disentanglement T

33 @ : :,,\'\\‘::—’@---@%\

Cateﬁ;ry Disentanglement (4) Multi-task Learning

Attention Pooling

Aspect Category
Detection (ACD)

V.

r
|
|
|
|
L
3+ 3 5 2 33
@ @
I
‘®
®

@
@D

“*@
@ . S

| sentences categones sentiments

«

Belong to

WiW; W3 Wy Wy

W1 [0FN0[0]0]0
w; [0 1 :ﬁ::
w3]0k10/010/0

Sentence

XLNet

¥ 2SS
£
o]
g

Sentence-Level
Syntactical Information

0
We¢[0]0[0]0 0
Syntactxcal Ad djacency Matrix

| T ’(d\mo}‘

'Nice ambience, but highly overrated place
CC RB

| Aspect Category Sentiment
Classification (ACSC)

Figure 2: The main framework of our proposed method. It consists of four modules: (1) coherence-aware
representation learning, (2) hierarchical disentanglement, (3) word-level syntactic learning, and (4) multi-

task learning.

3. Task Definition

Given a review D with I sentences, D = {s;}!_,,
where the i-th sentence s; = {w;}_, consists of
the number of n words. Let also C' = {¢;}, be
a set of m pre-defined aspect categories, and p =
{positive, neutral, negative} be a set of sentiment
polarity labels in C. The goal of the ACSA task is to
detect all the aspect categories appearing in s; and
classify the sentiment polarity for each detected
category.

4. Approach

We present an ECAN model consisting of four com-
ponents, (1) coherence-aware representation learn-
ing with XLNet (Yang et al., 2019), (2) hierarchical
disentanglement, (3) word-level syntactic learning
for enhancing sentiment contexts, and (4) multi-
task learning. The overall architecture is illustrated
in Figure 2.

4.1. Coherence-Aware Representation

Learning with XLNet

Unlike previous works (Yang and Li, 2021; Zhang
et al., 2019, 2022c) on ABSA which focus on lo-
cal contexts within a sentence, ECAN mines both
sentence- and document-level contexts from re-

views to detect aspect categories and their senti-
ment polarities. To mine document-level contexts,
we utilize the pre-training model XLNet to model
the coherence representation. We choose the XL-
Net as the backbone, due to its capacity to learn
longer text sequences, which has been widely used
to model the coherence representation (Cui et al.,
2023; Jwalapuram et al., 2022; Jeon and Strube,
2020).

Specifically, for each document, we define an in-
put sequence, s; [SEP] ... s; [SEP] [CLS], padded
with two special tokens, [SEP] and [CLS], at the
end of input s;. Here, [SEP] and [CLS] are the
same tokens as those of BERT (Devlin et al., 2018).
Then, we obtain the review embedding ¢4 € R *4m
via XLNet. Likewise, for each sentence, we create
an input, s; [SEP][CLS]; the word-level embedding
is denoted as e,,, € R4~ where d,, denotes the
embedding size.

To learn robust coherence representations, we
employ the sentence ordering contrastive learning
(CL) task (Jwalapuram et al., 2022) as an auxil-
iary task. It enforces that the coherence score of
the positive sample (original document) should be
higher than that of the negative sample (disorder
document). We randomly shuffle the sentences
within the original review to generate the number of
B negative samples and apply contrastive learning
to align the coherent and incoherent representa-
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tions. Let fy(ey) be a linear projection to convert
coherent document embedding e, into coherence
scores. The margin-based contrastive loss is given
as follows:

exp(fo(ea™))

Zlo

d+eD

(1)

where d refers to a positive sample, fy(eq™) indi-

cates the score of the positive sample, fy(eq; ), .-,

fo(ea) denote the scores of B negative samples,
and 7 refers to the margin.

4.2. Hierarchical Disentanglement

Although coherence modeling with vanilla XLNet
can capture contextual semantics, it fails to discrim-
inate contextual features of different aspect cate-
gories and aspect sentiments within a sentence,
as the coherence model captures global relation-
ships among sentences within a whole document,
which hinders the performance of more fine-grained
aspect-based sentiment tasks, i.e., ACD and ACSC
tasks. To address the issue, we simultaneously
disentangle the categories and their sentiment rep-
resentations within each sentence embedded by
hierarchical document-level coherence.

4.2.1. Category Disentanglement

Inspired by the work of Medina and Kalita (2018),
we adopt a parallel attention mechanism to obtain
disentangled representation blocks indicating fine-
grained category components. Formally, for the
i-th attention channel (i € {1,2,...,d.}), given the
document-level representation e, we employ a slic-
ing operation to obtain the representation ¢, of the
sentence s in e, as the e!”) at the first layer, and
then we stack transformer blocks to obtain the self-
attention values in each channel:

eDwn (e(l)w T
ez(-lH):softmax Z LA LAN MY (l)w

en “

JESs;

where W1t ¢ Rém*xdr Wki ¢ Rdm*de gnd W1 €
R >dk gre three weight matrices and d; is the
dimension size. Subsequently, e; )at the last layer
is fed into the feedforward network as follows:

= ReLU(e{" W' + b)w/?* + by,  (3)

where VVFCl € Rémxd WFC2 ¢ Rdm*dr gre two
linear transformation matrices, b; and b, are learn-
able parameters. After the number of d. parallel
channels, we obtain the representations of d.. disen-
tangled blocks, i.e., vgl),vgl), ...,vgj. These disen-
tangled representations are concatenated to further

exp(folea™)) + 220 exp(fo(ea; ) — 7)

select representative features using the attention
pooling layer by the following equation:

M; = tanh(WM[vgl),Vgl)7 . (l)} +bum),

),  aum = Z softmaX(W;er),
jed,

(4)

where Wy, € Riedmxdn W, ¢ RImxdn gnd
by € Rédm are learnable parameters, and o),
is the attention weight vector. The final category
representation r. is denoted as:

0. ,O.

Te = [Vl 7V2 P (5)
We note that the category representation r. is par-

tially optimized by the ACD task, whose gradients

are based on ground-truth category information.

(l)]aM

4.2.2. Sentiment Disentanglement

Similar to category disentanglement, we obtain the
disentangled sentiment representation blocks from
the document-level coherence representation e via
a parallel attention mechanism, where the number
of parallel channels is defined as d;. The difference
is that the disentangled sentiment representations
are optimized via the ACSC task only, containing
ground-truth sentiment information. We note that
the gradient update of disentangled sentiment rep-
resentations is completely trained by the ACSC
task; although, whether it will be trained or not is
activated by the aspect category information.
Specifically, in the i-th channel, the self-attention
results are computed layer by layer as follows:

) ) uil) W;L:’Q“

(6)
where W, W*2 and W*2 are three weight matri-
ces. Empirically, we found that a simple linear trans-
formation works better than an attention-pooling
operation.

® O]
u; wk (u; wk
uglﬂ):softmax E il
Jjes; dx

U= [ugl),ug),...,ugj]WU. (7)

Thereafter, the output U is then fed into a
position-wise feed-forward neural network, gener-
ating hidden disentangled representations u, of the

sentiment representation:

u, = ReLU(UWTC1 £ b )WFC2 1 by (8)

where WH¢1 WFC2 gre two weight matrices.
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4.3. Word-Level Syntactic Learning for
Enhancing Sentiment Semantics

To capture the local contexts within a sentence,
we use the Stanford parser! to obtain a word-level
dependency tree of the target sentence and ap-
ply graph convolution operations to learn the local
sentiment correlations between sentiment and as-
pect categories from the dependency tree. The
syntactic adjacency matrix in the dependency tree
of the sentence is defined by A € R"*™, and the
syntactic embedding nodes are denoted by g(®) =
[€w, s €ws, ---, €w, |. Then, the normalized adjacency
matrix can be obtained by A = D~2AD~ 2, where
D € RV*¥ s a diagonal matrix in which each en-
try, dij = >_7_,a;; denotes the number of nonzero
entries in the i-th row vector of the adjacency ma-
trix A. The node representations are updated as
follows:

gl = ZéijW(”gﬁ-l’”,
=1 (9)

gl = ReLU(g" + b(),

where ggl’l) € R% denotes the i-th word represen-
tation obtained from the graph convolution network
(GCN) layer, and ggl) refers to the i-th word repre-
sentation of the current GCN layer. The weights
WO and bias b)) are learnable parameters. We
feed the obtained local sentiment representation
ggl) into a linear layer, which can be denoted as
g € Rim:

g=1g" .. gV xWT +b,, (10)

where W, and b, are the learnable weight and bias,
respectively.

4.4. Multi-Task Learning

We use a multi-task framework to jointly learn to
identify document-level coherence with sentence
ordering contrastive learning, detect the underlying
aspect categories, and identify their sentiments.
Aspect-category detection. The final category
representation is obtained by r.; thus the probability
of the i-th category p; € R™ is given by:

(11)

The loss function of ACD, i.e. the binary cross
entropy loss function of ACD, is given by:

P = p(yﬂrj) = sigmoid(W?rc + bj)

Lacp =— ny log pi + (1 —y;) log(1—p7). (12)

=1

"https://stanfordnlp.github.io/
CoreNLP/

\ [REST 15 | REST 16 | LAP 15 | LAP 16 |

# Train sentences 1102 1680 1397 2037

# Test sentences 572 580 644 572

# Categories 6 6 22 22

# Positive 1458 1966 1641 2113

# Neutral 91 137 185 234

# Negative 663 848 1091 1353
Table 1: Statistics of four benchmark datasets,

REST and LAP in the SemEval-2015 and 2016.

Aspect-category sentiment classification. The
sentiment representations are obtained by r; =
[&,us]. Thus, the sentiment probability p; € R
corresponding to its category is given by:

p; = p(y;lyj,75) = softmax(Wjr, +b%). (13)

Following Cai et al. (2020), a hierarchical predic-
tion strategy is utilized to obtain the final sentiments
prediction on the i-th category. We utilize cross-
entropy loss as the objective loss function of ACSC
which is defined as follows:

m p
Lacsc = — Z Z I(y; ;) log p; ;.

i=1j=1

(14)

where I(-) refers to an indicator function to adjust
the output of the hierarchical prediction. The final
loss is given by:

Liotal = 01Le + 62Lacp + 3L acsc, (15)

where 41, §5, 03 € [0, 1] are hyperparameters used
to balance the three tasks, CL, ACD, and ACSC.

5. Experiments

5.1.

We evaluate our model on four benchmark datasets:
REST 15 and LAP 15 from the SemEval-2015 task
12 (Pontiki et al., 2015), and REST 16 and LAP 16
from the SemEval-2016 task 5 (Pontiki et al., 2016).
We choose these four datasets because the input
of our ECAN is based not on a sentence unit but
on a textual review to leverage document-level co-
herence. Each dataset consists of restaurant and
laptop domains, and positive, neutral, and negative
sentiment polarities. The statistics of datasets are
displayed in Table 1. We use precision (P), recall
(R), and macro-averaged F1 scores (F1) as metrics
for evaluation.

Datasets and Evaluation Metrics

5.2. Baselines

To examine the efficacy of ECAN in ACD and ACSC
tasks, we compared it with the following nine SOTA
baselines which are classified into four groups:
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https://stanfordnlp.github.io/CoreNLP/
https://stanfordnlp.github.io/CoreNLP/

REST 15 REST 16 LAP 15 LAP 16

P R F1 P R F1 P R F1 P R F1
CAER-BERT 85.19 76.42 79.02 | 84.81 80.08 82.14 | 83.77 62.86 72.20 | 81.09 64.91 72.67
SCAN 86.23 81.15 83.62 | 85.01 85.01 84.45 | 80.34 71.63 74.82 | 81.39 62.01 71.12
AC-MIMLLN 88.64 80.76 84.17 | 86.05 83.16 8259 | 81.21 69.36 73.21 | 82.09 67.08 74.22
LC-BERT 87.62 79.28 8292 | 89.11 85.71 85.40 | 85.86 65.25 74.15 | 82.57 63.17 70.85
EDU-Capsule | 84.63 78.42 81.40 | 89.91 84.21 84.62 | 9247 60.34 73.03 | 81.65 63.32 72.07
Hier-BERT 86.59 80.86 83.59 | 90.53 85.23 85.66 | 88.27 60.88 72.06 | 82.68 66.38 73.19
Hier-GCN-BERT | 88.18 79.28 84.12 | 91.16 85.29 86.54 | 92.53 75.10 86.81 | 82.88 74.42 77.84
Hier-GCN-XInet | 88.19 77.27 84.39 | 90.44 8541 87.26 | 91.78 75.29 86.09 | 82.16 75.99 78.52
Ours(ECAN) 91.62 82.39 85.67 | 91.69 86.02 88.75 | 93.64 78.43 88.80 | 83.45 76.23 79.21

Table 2: The main results of the ACD task. Bold font and underline indicate the best, and the second

best result, respectively.

- Single task learning-based:

+ CAER-BERT (Liang et al., 2019) adopts a sparse
coefficient vector to select highly correlated
words from the sentences to adjust the represen-
tations of the aspect categories and sentiments
for ACSA.

- Multi-task learning-based:

* SCAN (Li et al., 2020b) employs graph atten-
tion networks to aggregate high-order represen-
tations of the nodes in sentence constituency
parse trees.

e AC-MIMLLN (Li et al., 2020c) utilizes a multi-
instance multi-label learning network to obtain
the sentiments of the sentence toward the as-
pect categories by aggregating the key instance
sentiments.

* LC-BERT (Wu et al., 2021) proposes a two-stage
strategy that first locates the aspect term and
then takes it as the bridge to find the related
sentiment words.

« EDU-Capsule (Lin et al., 2023) learns elemen-
tary discourse unit representations by capsule
network within its sentential context.

- Hierarchical learning-based:

* Hier-BERT (Cai et al., 2020) introduces the hi-
erarchy method for ACD and ACSC tasks with
BERT as the sentence encoder.

* Hier-GCN-BERT (Cai et al., 2020) utilizes the
GCN sub-layer to model the inner-relations be-
tween category and inter-relations between cate-
gory and sentiment based on Hier-BERT.

* Hier-GCN-XINet replaces the BERT encoder
with a XLNet model in Hier-GCN-BERT model
for comparison.

- Generative approach-based.:

* MvP (Gou et al., 2023) introduces element order
prompts to guide the language model to generate
multiple sentiment tuples.

5.3.

Following Cai et al. (2020), we randomly chose
10% of the training data and used it as the devel-
opment data. The optimal hyper-parameters were
as follows: The initial learning rate for coherence-
aware representation learning was 8e-6, and the
others were 2e-5. The weight decay was set to
1e-3, and the dropout rate was 0.1. The number
of negative samples B was 5, and the margin =
was 0.1. The balance coefficients 41, d2, and 03
were set to 0.1, 0.5, and 0.5, respectively. The
number of graph convolutional layers was 3. The
number of disentangled blocks was set to 4 for both
category disentanglement d. and sentiment disen-
tanglement d,. All hyperparameters were tuned
using Optuna®. We used AdamW (Loshchilov and
Hutter, 2017) as the optimizer.

Implementation Details

5.4. Main Results

The experimental results on the four datasets show
that the ECAN exceeds all baselines in both ACD
and ACSC tasks, indicating the effectiveness of
disentanglement of category and sentiment for
coherence-aware representations. Specifically, it
surpasses baselines by a large margin in the ACSC
task, while being slightly better than the second-
best methods in the ACD task.

5.4.1. Performance of Aspect Category

Detection

Table 2 shows the results of aspect category detec-
tion. Overall, the ECAN attained an improvement
over the second-best methods by 0.6~3.4% in pre-
cision, 0.3~4.2% in recall, and 0.9~2.3% in the
F1-score. Table 2 also prompts the following ob-
servations and insights:

« Hierarchical learning, such as Hier-GCN-BERT
and Hier-GCN-XLNet, are competitive among
baselines, while the single task learning-based

2https://github.com/pfnet/optuna. The search ranges
are reported in the appendix A.1
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Methods REST 15 REST 16 LAP 15 LAP 16

P R F1 P R F1 P R F1 P R F1
CAER-BERT 7127 63.75 66.25 | 77.69 68.39 73.60 | 58.34 51.86 60.78 | 65.36 54.73 60.79
SCAN 7125 67.05 69.09 | 73.87 76.25 75.05 | 71.01 4549 5545 | 61.06 4542 52.08
AC-MIMLLN 71.45 65.18 68.17 | 75.66 74.89 75.27 | 59.06 63.78 55.29 | 68.08 55.89 61.39
LC-BERT 72.08 65.76 68.77 | 76.34 74.16 75.75 | 66.84 50.80 57.72 | 71.05 53.11 55.58
EDU-capsule 72.67 67.34 69.90 | 7593 77.00 74.81 | 73.98 52.27 65.43 | 67.02 49.20 58.01
Hier-BERT 70.42 65.75 68.01 | 76.99 73.88 7541 | 70.19 4841 57.30 | 66.01 53.71 59.23
Hier-GCN-BERT | 75.12 66.47 71.94 | 77.62 75.61 77.68 | 75.00 66.84 70.69 | 68.32 62.54 65.09
Hier-GCN-XInet | 76.99 68.44 70.53 | 77.81 75.84 76.35 | 73.09 64.17 69.38 | 70.3 63.69 67.12

MvP* 67.80 68.63 68.21 | 73.76 75.49 74.62 - - - - - -
Ours(ECAN) 84.38 74.43 79.09 | 84.92 79.65 82.20 | 83.56 75.34 79.24 | 76.11 65.45 70.45

Table 3: The main results of the ACSC task. “*” refers to the results based on sentiment tuple prediction
according to the original paper (Gou et al., 2023).

REST 15 REST 16 LAP 15 LAP 16
P R Fi P R F1 P R Fi P R Fi

\ ACD task
w/o Senti-dis | 90.89 80.13 84.43 [ 90.78 84.55 86.80 | 93.08 76.19 87.40 | 82.59 72.41 76.85
w/o Cate-dis | 89.87 79.68 83.01 | 90.55 84.27 86.33 | 92.06 7557 86.76 | 81.79 70.12 75.32
w/oW-syn | 89.67 8023 84.11 | 9120 84.62 87.85|92.90 77.19 87.80 | 82.98 73.17 77.76
w/o cl 87.95 79.83 84.19 | 88.77 8557 86.01 | 91.96 76.32 87.31 | 83.08 71.86 77.31
Ours(ECAN) | 91.62 82.39 85.67 | 91.69 86.02 88.75 | 93.64 78.43 88.80 | 83.45 76.23 79.21

‘ ACSC task
w/o Senti-dis | 79.71 72.76 74.07 | 8317 77.34 7912|8218 7223 76.05| 73.83 63.12 68.89
w/o Cate-dis | 82.59 74.15 75.14 | 8449 79.37 81.84 | 8335 7260 7642 | 7491 62.68 69.09
wioW-syn | 79.28 7330 75.63 | 8254 77.78 80.58 | 81.60 72.35 77.76 | 7472 63.72 68.74
w/o cl 80.92 72.86 7525 | 82.09 76.76 79.01 | 8227 72.86 77.28 | 72.87 63.39 67.05
Ours(ECAN) | 84.38 74.43 79.09 | 84.92 79.65 8220 | 83.56 75.34 79.24 | 76.11 6545 70.45

Table 4: Ablation study. “w/o Senti-dis” refers to the result without the sentiment disentanglement part,
“w/o Cate-dis” indicates the result without the category disentanglement part, “w/o W-syn” shows the result
without word-level syntactic learning, and “w/o cl” stands for the result without the contrastive learning
loss. The italic font value indicates the worst results.

method shows the worst results in all datasets.
One reason is that hierarchical learning ap-
proaches build hierarchical category-sentiment
graphs to aggregate the inter-relationships be-
tween categories and sentiments by co-occurring
category pairs, which balance the effect of high-
frequency and low-frequency categories.

+ In addition to modeling the hierarchical relations
between categories and sentiments like hierarchi-
cal learning, the ECAN also learns the document-
level contexts to assist in the category detection
task via coherence-aware contrastive learning,
which helps to achieve superior performance.

* Interestingly, sentiment disentanglement is also
beneficial for identifying the categories in the sen-
tences. As we can see from Figure 3, the aspect
term, e.g., “food,” is also highlighted when iden-
tifying the positive sentiment word, e.g., “excel-
lent,” in the sentiment disentanglement part @.
It supports that the sentiment disentanglement
process helps to connect the relations between
sentiments and categories due to the shared rep-
resentations optimized by multi-task learning.

5.4.2. Performance of Aspect Category
Sentiment Classification

Table 3 shows the results of aspect category senti-
ment classification. Overall, the ECAN attained
an improvement over the second-best methods
by 7.1~11.4% in precision, 2.8~12.7% in recall,
and 5.0~12.1% in the F1-score. In particular, it
achieved remarkable results for REST 15 and LAP
15 compared with all baselines. The improvement
of 7.8% on average through all metrics in the ACSC
task is significantly better than that of 1.6% in the
ACD task. In addition to similar observations in the
ACD task, we have the following findings:

» The ECAN significantly outperforms all baseline
models, highlighting its capability to achieve su-
perior performance by disentangling sentiment
representations related to aspect categories. Fur-
thermore, coherence-aware representation learn-
ing and word-level syntactic learning play crucial
roles in enhancing sentiment semantics.

» The Hier-BERT and LC-BERT work well in the
ACD task, while they fail to effectively identify
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Case 1. The food was great, the margaritas too but the waitress was too
busy being nice to her other larger party than to take better care of my
friend and me.
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Figure 3: The visualization result of category and sentiment disentanglement. The top box on the left/right
side indicates a sentence in a review with the source and disentangled categories and sentiments by
the ECAN. The blue color and the red color denote the visualized correlations between categories and
between sentiments in disentanglements. The warmer the tone colors, the higher the correlations.

the aspect-category sentiment, as they do not
utilize GCN to learn many-to-many relatedness
between aspect categories and sentiments for
node embedding enhancement.

5.5. Ablation Study

We conducted ablation experiments to verify the
effectiveness of each component in the ECAN. As
shown in Table 4, the results in the ACD and ACSC
tasks prompt the following observations:

» As expected, category disentanglement (i.e., w/o
Cate-dis) contributes the most to the ACD task,
and sentiment disentanglement (i.e., w/o Senti-
dis) works better in the ACSC task. It also sup-
ports that without hierarchical disentanglement,
the performance is fairly limited by the entangled
sentiments within each sentence.

» Without coherence-aware representation by con-
trastive learning (i.e., w/o cl), the performance
of the ECAN significantly drops in both the ACD
and ACSC tasks, demonstrating that document-
level coherence is a strong clue in assisting in
learning coherence-aware representation.

» The underperformance of the ECAN without
word-level syntactic learning (w/o W-syn) in the

ACSC task, indicates that syntactic dependen-
cies help to derive enhanced sentiment seman-
tic representations. We also found that syn-
tactic analysis contributes to the ACSC of sen-
tences containing conflicting sentiment expres-
sions, such as the sentence “Even the chickpeas,
which | normally find too dry, were good”.

5.6. Visualization of Hierarchical
Disentanglement

To understand how the hierarchical disentangle-
ment model assists in ACSA, we present two cases
and provide performance comparisons through vi-
sualization. The comparisons are (i) the disentan-
gled category and sentiment parts in reviews, and
(i) the counterparts without disentanglement.
Case 1. There are three aspect categories, “food,”
“drink,” and “service,” and their sentiments are pos-
itive, positive, and negative, respectively. From the
left part of Figure 3, we make the following obser-
vations:

+ For category disentanglement, the disentangled
part @ captures the aspect categories of “food,”
“drink,” and “service,” and part @ disentangles
“service” from others;
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» For the sentiment disentanglement, part ® de-
tected positive sentiment of aspect categories,
“food” and “drink” and part @ highlighted the
words expressing negative sentiments, as the
review mentions the waitress put more efforts on
her other larger party;

Without disentanglement, the model could focus
on only one part of the categories, i.e., it high-
lighted the negative sentiment on the waitress
while reducing the impact of the sentiments on
food and drink.

Case 2. Three aspect categories are mentioned in
the review, i.e., “food,” “ambiance,” and “restaurant,”
with positive, positive, and negative sentiment po-
larities, respectively. By observing the right part of
Figure 3, we have the following findings:

» For category disentanglement, the disentangled
part ® recognizes the categories of “food” and
“ambiance,” while part ® concentrates on “food”;

» For the sentiment disentanglement, part @ cor-
rectly identifies the positive sentiments as it fo-
cuses on “excellent food” and “ambiance.” In
contrast, part ® avoided the attention of posi-
tive words, such as “excellent" and “nice” and
focused on “expensive” and other neutral tokens,
such as ©r

and “ 7.

5.7. Error Analysis

We conducted error analyses on the REST 16 and
LAP 16 datasets. There are two major types of
errors for the ACD task:

» Generalized categories, such as “restaurant#
general” in the restaurant domain and “laptop#
general” in the laptop domain, pose difficulties in
our ECAN. For example, the category entity of
“great lunch spot.” should be “restaurant,” while
the ECAN predicts it to be “food” incorrectly.

» The special terms that appear with low frequency,
such as names of places, persons, and products,
are often ignored by our ECAN. This inspires us
to inject more knowledge, e.g., by leveraging the
large language model (Zhang et al., 2023). This
remains a rich space for further exploration.

We also found two typical cases of errors for the
ACSC task:

* In the case of a sentence with more than two
transitions, for example, “I liked the atmosphere
very much but the food was not worth the price.”,
the ECAN incorrectly predicts positive polarity on
the price of the food. It inspired us to explore spe-
cial feature extractors for this to further improve
the performance.

* Neutral sentiment is still challenging for the

ECAN, although we observed that it identified
positive and negative sentiments well. One of the
reasons is that the shortage of neutral training ex-
amples, which is shown in Table 1, complicates
its identification. Analyzing neutral sentiments is
also an interesting direction for future work.

6. Conclusion

We proposed an enhanced coherence-aware net-
work (ECAN). It leverages coherence modeling to
learn explicit opinions from contexts and a hierar-
chical disentanglement of category and sentiment
to mine more fine-grained features for both ACD
and ACSC tasks. Extensive experimental and vi-
sualization results show that our ECAN effectively
decouples categories and sentiments entangled in
the coherence representations and achieves SOTA
performance.

Future work includes (1) seeking more inter-
pretable solutions to disentangle the categories
and sentiments; and (2) exploring stronger clues to
guide the disentangled channel to learn indepen-
dent features between channels, such as maximiz-
ing the variances of various disentangled represen-
tations.

Limitations

There is space for further improving the ability
of ECAN to disentangle categories. The ECAN
model adopts time-consuming modules, i.e., XL-
Net (O(n?)) and GCN (O(n?)) where n refers to the
number of words, therefore its computational cost
heavily relies on the length of textual reviews.
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A. Appendix

A.1. Implementation and hyperparameter
setting

We implemented ECAN and had experimented with
Pytorch on a single GPU: NVIDIA GeForce RTX
3090 (24GB memory). The search ranges of the hy-
perparameters used in our experiments are shown
in Table 5.

A.2. Parameter Analysis

We examined how key hyperparameters, the num-
ber of category disentanglement blocks d., and the
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Figure 4: The effect of hyperparameters d. and d,.

Parameter

Range

LR of coherence modeling

1e-6 ~ 1e-5

LR of others

1e-5~ 1e-4

Weight decay

{1e-4,1e-3, 1e-2}

Dropout rate

{01,0.2, 0.3}

#Negative Samples B

{5,6,7,8,9,10}

Margin {0.05, 0.1, 0.15, 0.2}
o {0.05, 0.1, 0.15, 0.2}
5 {0.3,0.4,05,0.6,0.7, 0.8}
55 {0.3,0.4,05,0.6,0.7, 0.8}
#Block of GCN 1,23

# disentangled blocks

{1,2,3,4,5,6, 7}

Table 5: Search range of each hyperparameter: LR
refers to the learning rate. LR of coherence model-
ing indicates the learning rate of coherence-aware
representation learning. LR of others shows hier-
archical disentanglement and word-level syntactic

learning.

number of sentiment disentanglement blocks d;
affected the performance of the ECAN. The results

are given in Figure 4.

Effect of d.. The highest value of d. is four for all
datasets. We can also observe that onthe REST 15
and REST 16 datasets, the performance is better
when d.. increases to four, while the performance
decreases when d. becomes higher than four. On
LAP 15 and LAP 16, the performance does not
improve. However, its computational cost increases
with d. being higher than four.

Effect of d,. The best value of d, is also four for
all datasets. It is reasonable that the performance
is getting worse with d. being higher than four be-
cause there are only three types of sentiment polar-
ities and a higher number of disentanglement parts
could mislead the model.
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