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Abstract
Emotion analysis often involves the categorization of isolated textual units, but these are parts of longer discourses,
like dialogues or stories. This leads to two different established emotion classification setups: (1) Classification of
a longer text into one or multiple emotion categories. (2) Classification of the parts of a longer text (sentences or
utterances), either (2a) with or (2b) without consideration of the context. None of these settings, does, however,
enable to answer the question which emotion is presumably experienced at a specific moment in time. For instance,
a customer’s request of “My computer broke.” would be annotated with anger. This emotion persists in a potential
follow-up reply “It is out of warranty.” which would also correspond to the global emotion label. An alternative
reply “We will send you a new one.” might, in contrast, lead to relief. Modeling these label relations requires
classification of textual parts under consideration of the past, but without access to the future. Consequently,
we propose a novel annotation setup for emotion categorization corpora, in which the annotations reflect the
emotion up to the annotated sentence. We ensure this by uncovering the textual parts step-by-step to the annotator,
asking for a label in each step. This perspective is important to understand the final, global emotion, while having

access to the individual sentence’s emotion contributions to this final emotion.

In modeling experiments, we

use these data to check if the context is indeed required to automatically predict such cumulative emotion progressions.
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1. Introduction

The most popular subtask in emotion analysis is to
assign emotions from a predefined model to textual
units. Often, this classification task is formulated
as supervised machine learning, for which man-
ually annotated corpora are leveraged. Such re-
sources differ in various ways (Bostan et al., 2020),
one variable being the granularity of annotations.
Some corpora use sentences as the unit of inter-
est (Alm et al., 2005), others rely on utterances in
conversations (Hsu et al., 2018) or whole tweets
(Schuff et al., 2017). While fine-grained, sequen-
tial annotations reflect changes in the emotional
content on a sentence-by-sentence level, they do
not necessarily describe the cumulative emotional
progression as presumably experienced by an inter-
locutor or reader. This is, because each label only
describes the sentence it pertains to (Alm et al.,
2005; Aman and Szpakowicz, 2007). Traditionally,
the sentences in the text “Maria felt she was being
followed. She stopped and tilted her head.” may
be labeled as [fear, neutral], since the second sen-
tence does by itself not express any emotion. Yet
when considering the first sentence, the protagonist
would likely still be fearful in the second sentence
and the annotations reflecting the overall emotions

in the text would be [fear, fear].

Similarly, context offered to annotators usually
includes the entire text both before and after the
current sub-unit (Zahiri and Choi, 2017; Poria et al.,
2019a; Labat et al., 2023), or annotations are not
gathered on a sufficiently fine-grained level (Chat-
terjee et al., 2019). In this sense, existing resources
do consider the emotion on a global level or on a
fine-grained level in context. We argue that this re-
flects only to a limited degree the actual emotional
state of a participant who develops an emotion
throughout a narrative, event, or interaction.

To accurately describe the progression of emo-
tions in a text, annotations need to satisfy three cen-
tral criteria in regards to (1) granularity, (2) context,
and (3) scope: (1) They must be sequential to cap-
ture changes in the underlying emotional content,
(2) they must both take into account and (3) reflect
not only the emotion expressed in the unit they are
assigned to, but also the emotional content of the
text leading up to the current part.

The need for the exclusion of the text follow-
ing the current annotation unit becomes evident
when we add an additional sentence to the exam-
ple above: “Everyone who knew Maria recognized
this as a sign that she was to burst out laughing
and sure enough she did, as she turned to hug
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her sister.” Given this context, the annotator might
have assessed the situation to be joyful rather than
scary as it was the case in the second sentence
(“She stopped and tilted her head.”), which would
change the second label from fear to joy.

We aim at studying how each sentence in a dis-
course contributes to the global emotion. Thus,
we propose a new corpus of customer-agent in-
teractions and dream reports following an anno-
tation procedure in which we uncover text step-
by-step'. For each part, annotators are asked to
judge the emotional content of the current text up
to and including the most recently revealed part,
both in terms of emotion category and event ap-
praisal. This incremental approach ensures that
future context is disregarded, while providing all
necessary previous context for the annotation of
the current state of the overall emotional progres-
sion. Our experiments aim at understanding the
impact of contextual information for the prediction
of progressively aggregated emotion labels. We
find that previous context is not required for cat-
egorical emotion classification, though its impact
varies depending on the emotion class.

2. Related Work

We briefly review emotion theories (Section 2.1)
and discuss related corpora (Section 2.2).

2.1.

Emotion models that are relevant for emotion anal-
ysis can be separated into two groups: categori-
cal and dimensional models. Categorical models
describe emotions in terms of a fixed set of sep-
arate categories. Prominent examples that have
found application in computational analyses are
the basic emotion models by Ekman (1992) and
Plutchik (2001). Ekman identified anger, surprise,
disgust, joy, fear, and sadness as basic emotions.
Dimensional emotion models describe emotions
in terms of values along a pre-defined set of axes,
thus placing them in a continuous space. One
commonly employed representative of this group
is the Circumplex Model of Affect (Posner et al.,
2005), which distinguishes emotions in terms of
valence and arousal. Another class of dimensional
emotion models are appraisal theories (Ellsworth
and Scherer, 2003), which distinguish emotions
by the subjective, cognitive evaluations (i.e., the
appraisals) that arise when an individual is faced
with an event (Moors, 2017; Scherer, 2009). Differ-
ent appraisal theories exist (Ellsworth and Scherer,
2003; Scherer, 2009; Roseman and Smith, 2001;
Roseman, 1984). Notably, Smith and Ellsworth
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'"The EMoPROGRESS corpus is available at https:/It3.
ugent.be/resources/emoprogress/.

(1985); Ellsworth and Smith (1988) show the cor-
relation of certain appraisals with categorical emo-
tions and find that categorical emotions can be
distinguished through appraisals.

For dreams, domain-specific sets of emotion
categories have been developed to make dreams
quantifiable for statistical analyses (Domhoff, 1996;
Schredl, 2010). One commonly used set of classes
stems from the Hall/Van De Castle System of Con-
tent Analysis (Domhoff, 1996). Overall, the emo-
tions encountered in dreams have been found to
reflect those experienced in waking life (Gilchrist
etal., 2007), yet, biased towards negative emotions
(Nielsen et al., 1991; Hartmann et al., 2001).

Customer service dialogues are often analyzed
with a focus on detecting whether the customer ex-
presses a positive or negative sentiment (Park et al.,
2021). For the broader task of emotion recognition
in conversations (Poria et al., 2019b), annotations
featuring emotion classes are more common (Po-
ria et al., 2019a; Li et al., 2017; Zahiri and Choi,
2017), though customer service corpora featuring
emotion categories are also beginning to emerge
(Labat et al., 2023, 2024).

2.2. Corpora for Emotion Analysis

Corpora for emotion analysis usually feature a set
of texts, or instances, that are manually labeled for
the emotional content they express. They vary in
multiple regards, such as the underlying emotion
models, whether they are gathered in a sequential
manner or on instance level, or what domain the
instances were sourced from. This section intro-
duces corpora that are similar to the ones gathered
in this work in one or multiple of these aspects. For
a comprehensive overview of corpora up to 2018,
we refer to Bostan and Klinger (2018).

One early contribution of sentence-level emo-
tion annotations is the blog corpus by Aman and
Szpakowicz (2007). The authors note that “there
is often a dynamic progression of emotions [...]
in the conversation texts and blogs” (Aman and
Szpakowicz, 2007, p. 198). However, the labels
they gathered only describe the sentence they are
assigned to, not the current state of an emotion
progression. Another similar example of annota-
tions on sentence level is the Tales corpus (Alm
et al., 2005). Similarly, annotations reflect only the
sentence-level emotions in isolation.

Sequential annotations are also commonly found
in conversation corpora. Our customer service dia-
logue corpus is a reannotation of the EmoWOZ-CS
corpus (Labat et al., 2022a, 2024), translated from
Dutch to English. While the original annotations
are contextualized in the entire conversation, emo-
tions would only be annotated for a turn if they were
either implicitly or explicitly expressed in that turn.
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Hence, not only do the annotations take into ac-
count future context, they also do not represent the
current state of the emotional progression at the
part they are tied to.

Another resource with categorical emotion la-
bels and valence—arousal-dominance scores is the
EmoTwiCS corpus on Dutch customer service ex-
changes on Twitter (Labat et al., 2022b, 2023). The
annotations in this dataset pertain to passages in
the customers’turns that express the labeled emo-
tion or the entire turn if no one part explicitly ex-
pressed underlying emotion, hence again reflecting
a different context and scope (Labat et al., 2020).

Other examples of emotion corpora for conver-
sations include EmoryNLP (Zahiri and Choi, 2017),
EmotionLines (Hsu et al., 2018) and its multimodal
successor MELD (Poria et al., 2019a) from TV show
conversations. EmotionLines and MELD both fea-
ture annotations on utterance level that were con-
textualized on both past and future utterances. The
DailyDialog corpus, which was sourced from web-
sites for English learners, also features utterance
level annotations (Li et al., 2017).

Another particularly relevant conversational cor-
pus was gathered for the 2019 SemEval shared
task on contextual emotion detection in text that
is based on conversations with a conversational
agent (Chatterjee et al., 2019). In this corpus, in-
stances consist of three consecutive utterances
labeled with categorical emotions. The assigned
label describes the emotional content of the last
utterance, while the previous two utterances serve
to contextualize the expressed emotion.

3. Corpora Creation

We now describe the data acquisition and pre-
processing in Section 3.1, and the annotation
procedure described in Section 3.2. The corpus
EmoPROGRESS is available at https://It3.ugent.be/
resources/emoprogress/.

3.1.

We build EMOPRoOGRESS out of dream self-reports
and customer service interactions (which we ab-
breviate as CS). We are interested in the emotion
of the dreamer and the customer who we both as-
sume reappraise events as they progress. While
dreams usually contain either a continuous event
or a series of events, customer service dialogues
are underlying a reappraisal of the overall situation
as more information becomes available through the
course of the interaction.

Our customer service subset is based on a trans-
lated version of the EmoWOZ-CS dataset (Labat
etal., 2024). This corpus was gathered in a Wizard-
of-Oz setting, in which a person acted as a cus-

Data Gathering and Preprocessing

tomer service chatbot and aimed at steering the
emotion trajectory of the conversation towards a
pre-defined sentiment. The participants were pro-
vided with a fictional description of an event and
were asked to solve the issue that occurred with
the help of the chatbot. All instances follow a for-
mat of alternating turns by the service agent and
the customer. Therefore, the unit of annotation in
the customer interaction domain corresponds to
bi-turns of an agent’s turn followed by a customer’s
turn. We refer to this unit as a part.

For our dream corpus subset, we use data from
http://www.dreambank.net/ (Domhoff and Schnei-
der, 2008). Before annotation via crowdsourcing,
we manually cleaned the corpus for sensitive topics,
profane words?, words that are not in English, or
that differ from the standard file format on Dream-
Bank. We define a part (the annotation unit) as one
sentence. We further only consider instances that
consist of 4—10 parts and maximally 1000 words.
This ensures that emotions can evolve, while still
limiting the annotation time per instance.

Inspired by Bostan et al. (2020), we leveraged
the NRC lexicon to count potentially emotionally
charged words (Mohammad and Turney, 2013) in
both corpora and sample instances for annotation
proportionally to the relational emotion word count.
For dialogues, we only consider emotion words in
customer turns.

3.2. Annotation Procedure

We gather annotations through SoSciSurvey® and
recruit and pay annotators through Prolific*. An-
notators are first given details on the annotation
procedure, goals, data security and payment of the
task. We then gather their consent and give more
detailed instructions on the annotation task.

While dream reports largely resemble event de-
scriptions, for customer service dialogues we were
interested in how the events referred to in the con-
versations may be appraised and how those ap-
praisals may change over the course of their inter-
action with the service agent. Hence, we instruct
annotators to focus on the events addressed in
the conversation, such as the reason the customer
contacted customer service or any measures the
service agent took.

Table 1 shows all collected variables. The emo-
tion label set has been developed starting with the
same label set as Labat et al. (2024), extended to
be appropriate also for dreams by aggregating the
original labels with Ekman’s basic emotions.

2https://www.cs.cmu.edu/~biglou/resources/
bad-words.txt, accessed 22.12.2022

Shttps://www.soscisurvey.de/

4https://www.prolific.co
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Variable Question Formulation

Values

Emotion Category

The events (in the dream) made the person dreaming/customer feel. ..

[Emotions]

To the customer/dreamer, the events in the dream/in the conversation...

Pleasantness ..were pleasant.

{1,...,5)

Familiarity ..were familiar. {1,...,5}
Effort ..required a lot of energy to deal with (within the dream). {1,...,5}
Own Responsibility ..were caused by their own behaviour (in the dream). {1,...,5}
Others’ Responsibility ..were caused by somebody else’s behaviour (in the dream). {1,...,5}

Chance Control ..
had control.

.were the result of outside influences (within the dream) of which nobody  {1,...,5}

(In the dream, )The dreamer/customer...

Event Predictability ...could have predicted the occurrence of events (in the dream). {1,...,5}
Attention ... paid attention to the events (in the dream). {1,...,5}
Consequence Anticip. ...felt that they anticipated the consequences of the events (in the dream). {1,...,5}
Own Control ...had the capacity to affect the events (in the dream). {1,...,5}
Confidence How confident are you about your judgements for the dream/conversation  {0,...,4}

you've just read?

Table 1: Variables collected in the annotation study. Formulations in parentheses only apply to dreams.
As emotion categories, we use joy, admiration, gratitude, relief, desire, fear, anger/annoyance, sad-
ness/disappointment, surprise/confusion, and neutral.

Annotators are shown the first part (i.e.,
sentence/bi-turn) along with the question of how the
events made the dreamer/customer feel. They are
first asked to pick the most fitting categorical label,
before rating each of the ten appraisal dimensions
on a five-point scale. Afterwards, the next part is
added to the previous text and the questions are
asked again. This procedure is visualized in Fig-
ure 12 in the Appendix. Annotations of the previous
part are pre-selected for the current part to lower
cognitive load and to allow annotators to focus on
the changes the newly displayed part introduced
to the emotional content of the overall text. Upon
completion of an instance, annotators are asked
to indicate their confidence in the overall annota-
tions they had just submitted on a five-point scale.
As an attention check halfway through the survey,
annotators would be shown a prompt to select a
specific emotion. Submissions with failed attention
checks are rejected.

Annotators judged up to 24 sentences/bi-turns in
each survey. Due to glitches on the survey platform,
four instances were not fully annotated. In these
cases, the authors of this paper re-annotated the
full instance. To obtain data to estimate the inter-
annotator agreement, we ensure that two people
annotate the same instances in a subset of the
data. We collect 46 conversations (271 parts) and
45 dreams (264 parts) for IAA calculations.

We pay participants £9/h. Altogether, including
prestudies and additional annotations to calculate
inter-annotator agreement, the creation of the cor-
pus cost £683.33, including £170.83 service fees.

I Dreams
CS Dialogues

%
%

200 400 600 800 1000 1200

Occurrences in dataset

o

Figure 1: Overall label distribution over all parts
and annotations for both corpora

4. Corpora Description and Analysis

We will now describe our collected corpus. Exam-
ple annotations are shown in Table 2a for dreams
and Table 2b for conversations.

4.1. Dataset Description

EmMoPROGRESS contains 149 dreams and 339 cus-
tomer care dialogues, with a total of 890 and 2010
annotated parts, respectively. On average, the
dreams contain 5.97 and the dialogues 5.92 parts
(1.85 and 1.7 standard deviation, respectively).
Figure 1 shows the label distribution of all annota-
tions. Aside from the classes specifically designed
to capture emotions in customer service interac-
tions (admiration, gratitude, relief, desire), the label
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1. | am flying in a cloud tunnel and | see out the
opening at the other end.

2. Some flying creature is there and is coming to-
ward me.

3. 1think, "l sure hope it's a good creature"!

4. 1 willit to be so even as | avert my eyes for fear

. Bot: Hello, my name is Chatty9 @ How can | help you today?

. Bot: At BookYourHolidays we always guarantee the best qual-

. Bot: | like listening to what you have to say.

. Bot: Would you like to leave a review about breakfast at your

User: | paid extra for a deluxe breakfast and it was terrible.

ity.
User: Are you even listening to what I'm saying?

User: I'm just saying breakfast was terrible.

o . hotel?

it is a horrible, hurtful creature. User: No, thanks.
Part 1 2 3 4 Part 1 2 3 4
Emotion J S/C F EmotionClass SD A A A
Appraisal Appraisal
Pleasantness 5 3 2 1 Pleas. 4 3 3 3
Familiarity 1 1 1 1 Famili. 1 4 4 4
Effort 5 5 5 5 Effort 1 1 1 1
Own Resp. 1 1 1 1 Own Resp. 1 1 1 1
Others’ Resp 1 5 5 5 Others’ R. 5 5 5 5
Chance Control 5 5 5 5 Chance Citrl. 3 3 3 3
Attention 5 5 5 5 Attention 3 2 2 2
Cons. Antic. 1 1 1 1 Cons. Antic. 3 2 2 2
Own Control 2 2 2 3 Own Control 3 2 2 2
Event Predictability 1 1 1 1 Event Pred. 3 2 2 2

(a) Dream report annotation example.

(b) Customer service dialogue annotation example.

Table 2: Example instances of EMOPROGRESS.

1.0 1.0
EEEEEEEE B =
| ] mmm Admiration
0.81 0.8 B Gratitude
. . - - - = Relief
mmm Desire
0.6 - - 0.6 1 B Fear
- - Ang./Annoy.
| mmm Sad./Disapp.
0.41 0.4 Surpr./Conf.
s Neutral
0.24 0.2 1
0.0- 0.0-
1 2 3 4 5
Relative Part Relative Part
(a) Dreams (b) Customer Service Dialogues

Figure 2: Normalized label distributions progression of all instances. The five parts are calculated relative
to the length of the instance and do not correspond to the annotation units.

distribution is, by and large, balanced. Classes
reflecting one of the basic emotions (Ekman, 1992)
and neutral were chosen more frequently. Figure 1
shows a prevalence of anger/annoyance for the
customer service domain.

4.2. Progressions of Categorical
Emotions

Figure 2 shows the relative occurrence of emotion
labels over the progression of texts. Figure 2b puts
the prevalence of anger/annoyance annotations ob-
served in Figure 1 into perspective, with a decrease
in this emotion over time. We observe similar ef-
fects for sadness/disappointment, mirrored by an
increase in relief and gratitude.

For dreams, overall trends are more subtle.
While the prevalence of joy and neutral decreases

as reports progress, relief and anger/annoyance
become more frequent. The average of unique
emotion categories per instance is 3.35 for dreams
(std 1.31) and 2.75 for CS dialogues (std 1.13).
This shows that the less pronounced changes in
the dream dataset are not due to more static an-
notations for each dream, but rather a result of a
more varied set of different progressions.

Hence, we conclude that while progressions
can be found in both domains, there are domain-
dependent differences. This holds not only for the
overall distribution of emotions, but also in how they
change over the course of texts.>

®An analysis of the progression of appraisal annota-
tions is available in the appendix.
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Fi

Emotion Dreams CS
Joy .48 .29
Admiration .27 .0
Gratitude 12 .45
Relief .23 5
Desire .0 —
Fear 41 .0
Ang./Annoy. .42 .72
Sad./Disapp. .56 .16
Surpr./Conf. .49 15
Neutral .32 .38
Micro F; 43 .52
Macro F; .33 .29

Table 3: Inter-Annotator F; scores for binarized
emotion category annotations. For desire in CS,
not enough samples were available to calculate the
inter-annotator F.

4.3.

In this section, we take a closer look at the inter-
annotator agreement for both corpora in regards to
their emotion label and appraisal annotations. All
scores are calculated for six fixed pairs of annota-
tors per domain that labeled the same instances.
Given the length (in parts) of the included instances,
we opt to collect data for inter-annotator measures
using with pairs of annotators. This way, we kept
the workload of individual crowdworkers manage-
able. Each pair was assigned the same subset
of either dreams or conversation. This method of
collecting data for analysis renders both Cohen’s
(Cohen, 1960) and Fleiss’ (Fleiss, 1971) « unsuit-
able for investigating inter-annotator agreement,
since they both assume that the same annotator
has seen all instances. Furthermore, Krippendorff’'s
Alpha focuses on expected differences across all
labels instead of single-label agreement (Krippen-
dorff, 2004). We therefore choose to report F;
scores over these popular metrics, as they do not
take the expected chance into account and there-
fore are better suited to our collected data. All
reported scores are averaged.

Table 3 shows the inter-annotator agreement in
terms of F,. For dreams, we observe a lower score
for those emotion classes that were adopted from
the customer service domain and not aggregated
with basic emotions, namely admiration, gratitude,
relief, and desire. All other emotion labels reach
acceptable scores of >0.4.

For CS dialogues, the bias towards
anger/annoyance annotations observed in
Figure 2b results in a high inter-annotator agree-
ment of F;=0.72 for that particular class. In total,
four of the ten classes reach F; scores of »>0.3.
This results in a higher macro F; score for dreams

Inter-Annotator Measures

Pearson r
Appraisal Dreams CS
Pleasantness .62 .56
Familiarity 41 13
Effort 41 .35
Own Resp. .27 .27
Others’ Resp. .29 .38
Chance Control .20 .22
Event Predict. .06 .29
Attention .08 12
Cons. Antic. 41 .08
Own Control .08 —.09
Avg .30 24

Table 4: Average Pearson’s r for each appraisal
dimension in the evaluation set of both domains
(via Fisher z-transformation)

Setup
Single Context Label
p1 p1 SEP Iy
P2 p1SEPp28EP lQ
p3 p1SEPp28EPp3SEP l3
Pa p1SEPpQSEPp38EPp4SEP la

Table 5: Tasks for a four-part instance with parts
p1-..,ps and corresponding labels /; ..., 14 in the
single and context setup. In the single setup, we
only show the part p;. In the context setup, we
present the classifier with all parts up to p;.

than for dialogues.

Table 4 shows average Pearson’s r between an-
notator pairs of the same instances. The overall
average correlation is moderate for both domains.
Only few dimensions show an agreement >.5. This
shows that annotating fine-grained appraisals in an
incremental setup is a challenging task.

5. Importance of Context and Order
for Progression Prediction

This section introduces the setup and results of an
experiment we conducted to get insights into the
importance of the previous context for automatic
classification purposes.

5.1. Experimental Setup

Each label describes not only the emotional content
of one part, but also takes into account the previous
parts. This means that even if no emotion (neutral)
is expressed in a part, if it becomes clear from the
text leading up to it that the subject is experiencing
an emotion, the part would still be labeled with that
emotion. Thus, we hypothesize that removing prior
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Figure 3: Absolute occurrences of labels by class
after sampling and aggregating for the experiment.

B Dreams

CS Dialogues

200

400

600

800

1000

Data Setup  Acc. Std. MacroF; Std.
CS single .61 .04 .29 .03
CS context .60 .04 .26 .03
Dreams single 44 .06 .34 10
Dreams context .44 .06 .32 .07

Table 6: Accuracy and Macro F; across all trained
setups. Metrics are averaged over folds and repeti-
tions, standard deviations are calculated between
folds of the same iteration and averaged over all
repetitions.

context would negatively affect the classification
abilities of a trained model.

To test this, we fine-tune RoBERTa with default
parameters (Liu et al., 2019) in two setups for each
domain. For the single setup, the task is to predict
the associated emotion class in isolated parts. For
the context setup, the entire text sequence up to
and including the part in question is provided to the
classifier during training and evaluation. Table 5
illustrates the differences between setups. If our
hypothesis holds, we would expect the latter classi-
fication task to yield better results. From instances
annotated more than once, we take one annotation
randomly.

As discussed in Section 4, the data distribution
is imbalanced. Classes not describing basic emo-
tions are particularly rare. To combat the effects of
the skewed data distribution in our experiment, we
aggregate the classes joy, admiration, gratitude, re-
lief, and desire to one class, referred to as positive.
Figure 3 shows the resulting distribution.

We evaluate according to a stratified 10x10-fold
cross-validation setup with splits along instances
(not parts). Splits are fixed between all setups.

5.2. Experiment Results

Table 6 shows the overall performance of all setups,
averaged over these ten iterations and all ten folds
per iteration. As expected for a skewed dataset, the

accuracy is higher than the corresponding macro
F,. Macro F; is comparably low with the highest
score of .34 for the emotion prediction in dreams
in the single-part setup. Similarly, the context-free
setup outperforms its context-dependent counter-
part in terms of overall F;. Despite the smaller
dataset, performance in terms of F; is overall higher
for dreams. Average standard deviations are rea-
sonably low for all cases.

Table 7 shows the results split by category. Par-
ticularly challenging in CS data are the classes sad-
ness/disappointment, fear, and surprise/confusion.
While the latter two classes have by far the least
amount of samples in the dataset, the number of
parts with sadness/disappointment annotations for
customer service dialogues is comparable to the
number of neutral annotations. Yet, neutral is pre-
dicted more reliably in both setups. Overall, when-
ever there is a difference in scores for customer
service dialogues, the single-part setup performs
better than its context counterpart, though only by a
difference of <.01 for all classes. With a difference
of .13, there only seems to be an actual difference
in prediction quality for the neutral class. In this
case, it seems to be advantageous for the system
to not consider previous context.

Focusing on dreams yields a slightly different
picture. Differences in F; scores between setups
remain small, though for four out of six classes
the contextualized prediction performs better. The
single-part prediction performs better by .09 for
anger/annoyance and <.01 for surprise/confusion.
Notably, these are the only two classes for which
F1 drops below .2 in the contextualized setup. This
may indicate that a simplification from considering
context to not considering it may help when the
former task is too complex.

While anger/annoyance represents the minor-
ity class for dreams and performance issues may
stem from this, surprise/confusion is the second
most frequent label in the underlying data. Sur-
prise/confusion is apparently easier to recognize
without context. This makes intuitively sense, be-
cause surprise is not an emotion that develops over
time but is instead expressed independently of pre-
vious events. Another reason for the single setup
performing better could therefore be that the parts
themselfes hold enough information to support the
achieved classification results.

The overall greater stability in the F; scores over
all classes for dreams also helps to contextualize
the lower Macro F; for customer service dialogues
shown in Table 6, indicating it likely stems from the
data imbalance in the label distribution. Overall,
the majority class yields the best results over all
setups, indicating that the limited amount of data
may be the bottleneck.

Finally, Figure 4 shows the average macro F;
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CS Dreams
Sin. Con. A Sin. Cont. A
Positive .63 .62 .004 .62 .63 —.01
Neutral 35 22 .13 .28 32 .03
Fear 0 0 .0 .33 35 —.02

Ang./Annoy. .73 .73 .0 .23 A3 .09
Sad./Disap. .0 .0 .0 34 35 —.01
Surpr./Conf. .0 .0 .0 .22 .16 .06

Average 29 .26 .02

02 .34 32 02

Table 7: F, score by emotion class, averaged over
all folds and iterations. The better score between
setups is highlighted.
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Figure 4: Performance on weighted macro F;
of the classifiers over the progression of parts.
The scores are averages over folds per part and
weighted based on how many instances reached
the given length. Averages over iterations were
done without weighting.

scores over the progression of texts. We first cal-
culated the per-part macro F; score for each fold.
These scores were then weighted by how many
parts had reached the given length. This weight is
constant for the first four parts, as all texts in the
test set reached the minimum length. After normal-
izing using the length distribution over all folds, the
average is then calculated over all ten iterations.
We observe that, for dreams, the contextualized
case starts out with slightly better performance than
its uncontextualized counterpart. After three sen-
tences, it falls behind the classifier working on iso-
lated parts and only outperforms it once more after
nine parts. Notably, the standard deviation also
increases for this classifier at part 9 (not shown
in depiction). Similarly, on the customer service
domain, considering context yields worse results
for all parts but one. Overall, this means that the
amount of previous context we consider does not

seem to have a positive impact on performance
when contrasted with the isolated alternative.

6. Conclusion & Future Work

In this work, we gathered emotion corpora on
dreams and customer service dialogues that were
labeled through crowdsourcing for the current sta-
tus of the emotion progression in terms of appraisal
scores and categorical emotions. These corpora
differ from previous resources in their combination
of granularity, context, and scope in that the gath-
ered annotations are sequential and each label
reflects what emotion was experienced up to that
point. To this end, we developed a novel, incre-
mental annotation task in which the instances are
revealed to annotators part-by-part and annotations
were gathered for the whole instance up to each
part at every step. This ensured that annotators
could consider previous context, while not taking
into account future parts.

Despite the complexity of this task, annotators
reported a high confidence in the annotations they
provided and we achieved overall acceptable inter-
annotator measures across domains and annota-
tion types. We conclude that the incremental anno-
tation task is a suitable way of gathering cumulative
progression annotations.

We furthermore confirmed that emotions do
progress over the duration of texts, both in terms
of categorical emotions and appraisal scores.
Through an analysis of the occuring annotations
both over the progression of the underlying text
and overall, we found that the progression of emo-
tional content is domain-dependent. In addition,
instances are varied in how they progress, making
emotion progression prediction a non-trivial task.
We then looked into the impact previous context had
on the performance of emotion progression classi-
fication by finetuning and evaluating a RoBERTa
model on parts with removed context and avail-
able prior context. Contrasting the results shows
little difference between both setups, though the
results suggest this may be due to the amount and
skewedness of available training data. We found ev-
idence that the importance of context may depend
on the emotion class. Repeating the experiment
with a different machine learning architecture that is
better able to leverage previous context, or gather-
ing more data before repeating the experiment may
help gain further insights into its predictive value.

In our experiments, we did not study the role,
impact, or value of appraisal annotations. This
forms one item for important future work. Several
non-basic emotions can be considered programs or
scripts that develop out of a sequence of events and
associated emotions. Our dataset allows to study
these relations, and the evaluation of appraisals is
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a means to quantify them. Jointly with emotion pre-
dictions, this also has the potential to increase the
predictive quality of automatic text analysis models.

Future work may further discern the differences
between the gathered sequential labels in the origi-
nal dataset by Labat et al. (2024), which was con-
textualized by the whole conversation, yet focused
each annotation on only the part it pertained to.
This could help to get more insights into how the
differences in annotation task and setup influence
the final annotations.

Finally, with our work we showed the feasability
of the general annotation setup. This enables to
gather more data in the same domain and in other
domains. That may enable better performing and
more robust models, and help to get a clearer pic-
ture of the importance of context in progression
classification.

Ethics statement

The two datasets we used to gather annotations
are publicly available resources. The original
EmoWQOZ-CS corpus was collected through a
Wizard-of-Oz experiment, a well-established tech-
nique which inherently results in a low level of de-
ception. Since a low level of deception was involved
in the experiment after participants had provided
their informed consent, the authors debriefed their
participants about the wizard setup at the end of
the experiment. Given this new information, partic-
ipants had the option to withdraw their data from
the corpus without any repercussions. The whole
experimental setup of this corpus was approved
by the Ethics Committee of the Faculty of Arts and
Philosophy at Ghent University.

The DreamBank corpus, on the other hand, con-
tains dream reports from a variety of different re-
sources ranging from previous studies to long-time
dream journals of individuals. Most importantly to
remark in this sense is that the dream reports were
willingly shared by their dreamers/authors. Since
we noticed that quite a large amount of dreams
dealt with negative topics, we manually removed
any dream reports that could be upsetting to an-
notators. Topics that were removed included, e.g.,
sexual depictions, racism, murders/death, descrip-
tions of butchered animals, etc.

Finally, potential annotators were first informed
about the annotation task at hand on Prolific. In-
terested participants were then referred to the ac-
tual questionnaire on SoSciSurvey, in which they
received more detailed instructions along with an
example annotation. It was clearly emphasized that
participation to our study was voluntary and could
be withdrawn at any point. Moreover, we ensured
that no personal information was collected on the
annotators we recruited through Prolific.
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A. Appendix

AA1.

Figures 5 and 6 show the overall distribution of ap-
praisal annotations for each dimension and domain.
For customer service dialogues, we can observe a
heavy bias toward low own responsibilty in 5, which
is mirrored by a bias toward high others’ respon-
sibility. Overall, the conversation were also more
frequently rated as low in pleasantness and famil-
iarity. Figure 6 shows that dreams were overall
rated as low in event predictability, attention, and
consequence anticipation. All these biases are
plausible within their domains, given that customer
service is usually contacted when something on
the company’s part went wrong, while dreams are
often erratic in nature. This lends further credibility
to the gathered annotations.

Overall Appraisal Score Distribution

A.2. Progressions in Appraisal Values

Figure 7 shows how the mean appraisal scores
progress over the course of the dream and CS dia-
logue datasets. In both datasets, attention is overall
high. For dialogues, we furthermore observe a bias
toward high scores for effort and other’s responsibil-
ity. The latter is mirrored by particularly low mean
scores for own responsibility in the same domain.
In both domains, we observe a slight increase in
attention, effort and other’s responsibility as the
underlying text progresses. Overall, scores stay
relatively constant.

We therefore conclude that for most appraisal
dimensions, values depend more on the underly-
ing domain than on how far a text has progressed,
though some dimensions may have characteristic
developments. The stability in scores raises the
question of whether this is based in a lack of pro-
gressions within instances, or a variety of changes
between them. To investigate this, we looked into
the mean absolute changes in annotated values
between individual parts per appraisal dimension.
While these stay below one for almost all cases
in both domains, we report that after the minimum
length of four parts, the mean changes sum up to
more than one for eight out of ten appraisal cat-
egories for dreams and three out of ten for CS
dialogues. This means, that after four parts, an-
notators will on average have changed the score
by one for eight appraisal dimensions for dreams
and three for CS dialogues. After the mean length
which rounds to six parts, this sum exceeds one for
all dimensions in dreams and is greater than two
for three out of six appraisal dimensions. This im-
plies that for six out of the ten underlying appraisal
dimensions, the progressions could on average not
have been captured through only two annotations.
For CS dialogues, the sum exceeds one for six out

of ten appraisal dimensions and two for only one.
Overall, this indicates that dreams carry more dy-
namic appraisal progressions than CS dialogues,
though both domains do display changes.

A.3. Mean (Dis-)Agreement Between
Annotators for Appraisals

Figure 8d shows the (dis-)agreement of annotators
over parts in terms of mean difference between
scores. As annotations were made on a five-point
scale, the upper bound of this measure is 4. A differ-
ence of >2 can be seen as a general disagreement
between annotators, as this would place them ei-
ther in opposite halfes of the scale, or on an extreme
and a neutral position. For the first four parts - the
minimum length - the mean differences stay be-
tween 0.5 and 1.6, indicating an overall agreement.
After that, as the number of samples that reach the
required length drops and the average scores get
less reliable, the mean differences diverge.

A.4. Instance Length and Overall

Emotion Class

Figure 1 shows the distributions of instance lengths
by the class that was assigned to the last part of an
instance. Since each label represents the emotion
up to and including the part they are assigned to,
this corresponds to the label describing the overall
instance. For dreams, the mean length of instances
largely stays at around five for all last classes but re-
lief, anger/annoyance, surprise/confusion and neu-
tral, which feature higher mean lengts. For cus-
tomer service dialogues, more negatively valanced
classes describing the whole conversation seem
to be correlated with longer texts.

A.5. Example Annotations

Figures 10 and 11 show example annotations from
the dataset. Mirroring the according text below, the
y-axis represents the parts top-to-bottom. The x-
axis represents the annotation decision of each of
the three visualized annotators in terms of Likert-
score per appraisal dimension and emotion cate-

gory.®

A.6.

Figure 12 shows the annotation task for the first
three sentences of an example dream. Each time
a new sentence gets revealed, annotators are first
asked for the overall categorical emotion which
describes the dreamers experience, before being
asked to judge a set of appraisal dimensions on a
five-point likert scale.

Incremental Annotation Task

®Emojis designed by OpenMoiji. License: CC BY-SA
4.0, https://openmoji.org/
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Figure 5: Score distributions for each appraisal dimension over all annotations and parts for customer
service dialogues.
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Figure 6: Score distributions for each appraisal dimension over all annotations and parts for dreams.
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1. | see my mother rushing to help Aunt Rosalie.

2. My mother straightens up some clothes and puts them where she wants them, even though Rosalie
has different ideas.

. My mother is pushy and controlling.
| turn to Aunt Millie and say, "She is so annoying".

Aunt Millie says, "You should have seen her as we grew up"!

I

| see my mother’s intense, determined, angry face and | think, "How sad, that was my mother, my
‘nurturing’ part".

Figure 10: Three example annotations for the dream with identifier d_b_1966. Annotations are visualized
top-to-bottom as the text progresses. Each color represents one individual annotator.
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1. ==ADMIN== Hello, my name is Chatty10@ How can | help you today?
==PART== Hello, it says on the site that my package has been delivered, but | haven’t received
anything.

2. ==ADMIN== Oh, that’s not supposed to happen.
==PART== | found it in the mailbox, but it was all wet.

3. ==ADMIN== Could you please give me your order number?
==PART== the rest is also damaged
order number is 33221100

4. ==ADMIN== Your package was delivered according to our information.
==PART== but it's broken

5. ==ADMIN== Are there any other problems?
==PART== it's broken

Figure 11: Three example annotations for the customer service dialogue with identifier c288_9. Annota-
tions are visualized top-to-bottom as the text progresses. Each color represents one individual annotator.
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Below you will find the first sentence of the current dream.

1:am on some high cliff.

The text has not changed compared to the last question.
Itis displayed below again for your convenience.

1:am on some high cli.

To the dreamer, the events in the dream... (notatal) (extromely)
This dream made the person dreaming feel...
. were pleasant 00000
O joy
O admiration were familiar 00000
O gratitude required a lot of energy to deal with within the dream 00000
) relief
O . were caused by their own behaviour in the dream. C0000
O desire
were caused by somebody else’s behaviour in the dream. 00000
O fear
O anger/annoyance were the result of outside influences within the dream of which nobody had control. 00000
O sadness/disappointment
O surprise/confusion
In the dream, the dreamer... {not atall (extramely)
O neutral
could have predicted the occurence of the events in the dream. [oReRoNeNo]
paid attention to the events in the dream. Q0000
felt that they anticipated the consequences of the events in the dream. QO OO0
(a) had the capacity to affect the events in the dream. QO O0O00
This is still the same dream you have rated before, but one sentence was added. The text has not changed compared o the last question.
Please adjust your scores to reflect the feelings of the person experiencing the dream at this point. tis displayed below :gai" or ‘;m" conventnca -
1 am on some high clif.
1am on some high cliff. Ayoung baby eagle named Jack is gliding on the up draft.
Ayoung baby eagle named Jack s gliding on the up draft.
To the dreamer, the events in the dream... (notatall) (extromely)
This dream made the person dreaming feel...
This is still the same dream you have rated before, but one sentence was added. The text has not changed compared fo the last question.
Please adjust your scores to reflect the feelings of the person experiencing the dream at this point. tis displayed below :gai" for';ourmnvmimc‘: -
1 am on some high clif.
| am on some high cliff. A young baby eagle named Jack is gliding on the up draft.
Ayoung baby eagle named Jack is gliding on the up draft 1 join him.
join him,
To the dreamer, the events in the dream... (notatal) (extremely)

This dream made the person dreaming feel...

(e)

Figure 12: The first three steps in the annotation procedure for an example dream in order. Annotators
were only shown the text up to and including the part they were currently rating. Answer options stayed
the same as displayed in Figures 12a and 12b and previous answers were preselected for the next part.
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