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Abstract
Aspect Sentiment Triple Extraction (ASTE) is an emerging task in fine-grained sentiment analysis. Recent studies
have employed Graph Neural Networks (GNN) to model the syntax-semantic relationships inherent in triplet elements.
However, they have yet to fully tap into the vast potential of syntactic and semantic information within the ASTE task.
In this work, we propose a Dual Encoder: Exploiting the potential of Syntactic and Semantic model (D2E2S), which
maximizes the syntactic and semantic relationships among words. Specifically, our model utilizes a dual-channel
encoder with a BERT channel to capture semantic information, and an enhanced LSTM channel for comprehensive
syntactic information capture. Subsequently, we introduce the heterogeneous feature interaction module to capture
intricate interactions between dependency syntax and attention semantics, and to dynamically select vital nodes. We
leverage the synergy of these modules to harness the significant potential of syntactic and semantic information
in ASTE tasks. Testing on public benchmarks, our D2E2S model surpasses the current state-of-the-art(SOTA),

demonstrating its effectiveness.
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1. Introduction

Aspect Sentiment Triplet Extraction (ASTE) is an
advanced natural language processing task. In con-
trast to traditional sentiment analysis tasks, ASTE
specifically targets fine-grained sentiment and as-
pectual information. It's objective is to identify as-
pect terms, opinion terms, and their associated
sentiment in a sentence, as exemplified by the
triplets (price, reasonable, positive) and (service,
poor, negative) in Figure 1.

The ASTE task was initially introduced by Peng
et al. (2020), they proposed a two-stage pipeline
method for extracting triplets. However, this
pipeline approach breaks the triplet structure’s in-
teractions and generally suffers from error propaga-
tion. Wu et al. (2020b) proposed a novel grid label-
ing scheme (GTS), which transforms opinion pair
extraction into a unified grid labeling task to solve
the pipeline error propagation problem in an end-to-
end manner. Such end-to-end solutions (Wu et al.,
2020a; Xu et al., 2020) heavily rely on word-to-word
interactions to predict sentiment relations, ignoring
semantics and syntactic relations between differ-
ent spans. Chen et al. (2021b) propose a seman-
tic and syntactic enhanced ASTE model (S*E?),
which syntactic dependencies, semantic associa-
tions, and positional relationships between words
are integrated and encoded into a graph neural
network(GNN). Although their work has produced
excellent results, we still believe that the model is
far from realizing the strong potential brought by
syntactic and semantic features for the ASTE task.
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Figure 1: An example of the ASTE task. Aspect
terms and opinion terms are highlighted in red and
blue, respectively. Positive sentiment polarity is de-
noted by the color green, while purple symbolizes
negative sentiment polarity.

Previous studies (Li et al., 2021; Chen et al.,
2021b; Zhang et al., 2022b) typically utilize one
of BERT or LSTM to simultaneously extract syn-
tactic and semantic features. However, a single
encoder tends to specialize in either grammatical
rules or semantic relationships, with a preference
for one over the other. This segregated approach
may result in partial and omitted information, par-
ticularly when dealing with complex or ambiguous
sentences. So none of these models are able to
realize the syntactic potential of syntactic and se-
mantic features.

To fully exploit the enormous potential of syn-
tactic and semantic information, we introduce the
model Dual Encoder: Exploiting the potential of

5401

LREC-COLING 2024, pages 5401-5413
20-25 May, 2024. © 2024 ELRA Language Resource Association: CC BY-NC 4.0



Syntactic and Semantic (D2E2S), designed specif-
ically for the ASTE task.

Firstly, we selected BERT as the first encoder
due to its superior ability to capture semantic in-
formation among words. An enhanced LSTM is
employed as the second encoder, which includes a
combination of BERT, BiLSTM, and Self-Attention.
This combined encoder is able to better capture
the local dependencies and sequence information
between words while overcoming the limitations
of LSTM in modeling long-distance dependencies.
The enhanced LSTM can effectively capture rich
syntactic information. To provide a clearer illustra-
tion, we consider the dual encoders as dual chan-
nels, namely BERT channels and LSTM channels.

Secondly, we introduce the Heterogeneous Fea-
ture Interaction Module (HFIM). In this module, we
employ self-attention double-pooling (SADPool) to
adaptively select crucial nodes from various per-
spectives. Simultaneously, through multiple rounds
of information transfer via GCNConv and the se-
lective neighbor information aggregation of Gat-
edGraphConv, more distant neighbor information
can be effectively conveyed and consolidated. The
SADPool method is complemented by multi-layer
GCNConv and GatedGraphConv to significantly en-
hance interactive performance, enabling the model
to better filter and capture advanced syntactic and
semantic information within the input features. GC-
NConv and GatedGraphConv correspond to the
convolution calculations of the single-layer graph
convolutional network (Kipf and Welling, 2017) and
gated graph convolutional network (Li et al., 2016)."

Moreover, the syntactic and semantic represen-
tations learned from SynGCN and SemGCN mod-
ules should show significant differences (Li et al.,
2021), we propose a strategy for separating syntac-
tic and semantic similarity to enhance the model’s
ability to differentiate.

In summary, BERT encoders specialize in
capturing semantic information between words,
whereas enhanced LSTM encoders are more ef-
fective in capturing local dependencies, particularly
dependency syntactic features. By employing a
strategy that separates syntactic and semantic sim-
ilarity, we have successfully obtained more distinc-
tive syntactic and semantic information, while elim-
inating redundant interference, thereby enhancing
the model’s ability to differentiate between syntactic
and semantic information. The SADPool method in
the HFIM, in combination with multiple GCNConv
and GatedGraphConv layers, more efficiently filters
and captures advanced syntactic and semantic in-
formation within the input features. The syntax
parser produces initial dependency syntactic fea-
tures, while Multi-Head Attention (MHA) generates
primary semantic features. These two types of raw
syntactic and semantic features synergistically com-

bine through the mentioned modules to fully exploit
the significant potential of syntactic and semantic
features.

Our contributions are highlighted as follows:

1) We propose dual encoders (BERT channel
and enhanced LSTM channel) to enhance the rep-
resentation of syntactic and semantic information.

2) We introduce the Heterogeneous Feature
Interaction module (HFIM), where the SADPool
technique synergizes with multi-layer GCNConv
and GatedGraphConv, resulting in a significant en-
hancement of interactive performance. This col-
laboration enables the model to more effectively
select and capture advanced syntactic and seman-
tic information within the input features.

3) We present a strategy for separating syntac-
tic and semantic similarities, enabling the model
to effectively differentiate between syntactic and
semantic information.

4) Our goal is to leverage the strengths of differ-
ent modules to enhance the overall representation
to fully harness the vast potential of syntactic and
semantic features. We conduct comprehensive
experiments on four benchmark datasets and sur-
pass the current SOTA. Additionally, the source
code and preprocessed datasets used in our work
are provided on GitHub *.

2. Related Work

Aspect-Based Sentiment Analysis (ABSA) is a
parominent research domain in the realm of Natural
Language Processing (NLP). The ABSA tasks can
be divided into single ABSA tasks and compound
ABSA tasks (Zhang et al., 2022a). The single ABSA
task consists of multiple subtasks, such as aspect
term extraction (ATE) (Liu et al., 2015; Xu et al.,
2018; Yang et al., 2020; Wang et al., 2021), opin-
ion term extraction (OTE) (Li and Lam, 2017; Wu
et al., 2020a; Veyseh et al., 2020; Mensah et al.,
2021) and so on. In contrast, single ABSA is more
tightly coupled, whereas compound ABSA is more
modular, allowing more flexibility in handling and
improving each subtask, including aspect-opinion
pair extraction (AOPE) (Zhao et al., 2020; Chen
et al., 2020; Gao et al., 2021; Wu et al., 2021b),
aspect category sentiment detection (ACSD) (Wan
et al., 2020; Wu et al., 2021a; Zhang et al., 2021)
and so on. Nevertheless, none of these compound
ABSA tasks focuses on extracting aspect terms
along with their corresponding opinion terms and
sentiment polarity in a unified manner.

Peng et al. (2020) initially introduced the Aspect
Sentiment Triple Extraction(ASTE) task and pro-
posed a two-stage pipeline method for extracting
triplets. To further explore this task, Xu et al. (2020)

"https://github.com/TYZY89/D2E2S
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proposed a location-aware labeling scheme that
combines target locations and corresponding opin-
ion spans to address the limitations of the BIOES
labeling scheme. Wu et al. (2020b) proposes a
novel grid labeling scheme to solve the ASTE task
in an end-to-end manner with only one unified grid
labeling task. Chen et al. (2021a) uses the frame-
work of machine reading comprehension to ask and
answer questions on the input text to achieve joint
extraction to solve ASTE tasks. Li et al. (2022) pro-
posed a span-shared joint extraction framework to
simultaneously identify an aspect item and the cor-
responding opinion item and sentiment in the last
step to avoid error propagation. Chen et al. (2022a)
utilizes a multi-channel graph to encode the rela-
tionship between words and introduces four types
of linguistic features to enhance the GCN model.
Mukherjee et al. (2023) proposed a novel multi-
task approach for fine-tuning the obtained model
weights by combining the base encoder-decoder
model with two complementary modules: a tagging-
based Opinion Term Detector and a regression-
based Triplet Count Estimator.

3. Methodology

The following sub-sections will explain the details
of D2E2S. An overview of the D2E2S framework is
shown in Figure 2.

3.1.

The Aspect Sentiment Triplet Extraction(ASTE)
task aims to discern triplets 7 = {(a,0,s), LT=|1
within a sentence X = {w;,ws,...,w,} com-
prising n tokens. Let S be the set of all spans
that can be enumerated, each triplet (a,o,s)
is defined as (aspect term, opinion term, sen-
timent polarity) where s belongs to the set
{Positive, Neutral, Negative}.

Task Definition

3.2. D2E2S Model

3.2.1. Input and Encoding Layer

Dual encoders are employed to attain token-level
contextual representations for a designated sen-
tence X. The first encoder leverages traditional
BERT for sentence feature extraction, while BERT-
BiILSTM-SA (where SA denotes self-attention) is
utilized as the second encoder for contextual rep-
resentation extraction. For a more lucid illustra-
tion, we envisage the dual encoders as two dis-
tinct channels, specifically, the BERT channels and
the LSTM channels. The encoding layer subse-
quently yields the hidden representation sequences
Hlstm — {hllstm’ hl2s1‘,7n7 e hi;tm} and Hbert —
{nert hbert, .. hbert} from the BERT-BILSTM-SA
Encoder and BERT Encoder, respectively.

3.2.2. Syntactic and Semantic Graph
Convolutional Networks Construction

SynGCN To integrate syntactic information, we
utilize the Stanford-NLP tool® for generating a syn-
tactic dependency tree corresponding to the in-
put sentence. We then build a bidirectional graph
G = (V, E) rooted in the dependency tree to en-
capsulate the syntactic relationships. The syn-
tactic graph is embodied as an adjacency matrix
AsYm e R"*" which is defined as follows:

1, if x; connectto x;
syn __ ) (3 7
Ay _{ 0, otherwise (1)

As per this definition, A;/" signifies the element in
the i-th row and j-th column of the adjacency matrix,
which determines the presence of a syntactic link
between nodes z; and z;. Through the application
of this adjacency matrix, the SynGCN module has
the capacity to utilize syntactic information, thus
augmenting the representation of spans.

SemGCN For the creation of the attention score
matrix A*¢™, the Multi-Head Attention (MHA) mech-
anism is applied to the hidden state features H;"jm,
derived from the BERT encoder. The MHA cal-
culates the attention scores among words, with
the softmax function being employed to normalize
these scores. From a mathematical perspective,
the attention score matrix A*¢™ is formulated as
follows:

sem ber ber
A5 = softmax(MHA(R™, h5™))  (2)

Wherein the hidden state features H*"*, generated
by the BERT channel, serve as the initial node
representations within the semantic graph.

3.2.3. Syntactic and Semantic Similarity
Separation

Similar syntactic and semantic distributions can in-
tertwine, thereby influencing the overall context. As
such, the model may require more comprehensive
analysis and utilization of context information to
overcome the challenges posed by this similarity.
To mitigate this, Li et al. (2021) utilize a differen-
tial regularizer between the two adjacency matri-
ces, encouraging the SemGCN network to learn
semantic features distinct from the syntactic fea-
tures outlined by the SynGCN network. This ap-
proach leverages Euclidean distance for similarity-
based separation, albeit with limited effectiveness.
We propose a loss mechanism for syntactic and
semantic adjacency matrices based on KL diver-
gence, aiming to enhance the model’s ability to

’https://stanfordnlp.github.io/
CoreNLP/
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Figure 2: The overall architecture of our D2E2S model. The purple and light green arrows represent the

LSTM and BERT channels respectively.

distinguish between syntactic and semantic distri-
butions more effectively. The loss of syntactic and
semantic Similarity Separation is represented as
follows:

sem
A

syn syn f(ASyn)
ASY || Asem) = A S\ ) g
KL(A" || A7) ;f( oy’ gy O
Ajem f(Asyn)
KL(A7™]| A7) Z TS log Fryamy (4)

Ly = i log(1+

syn|| gsem sem|| gsyny[) —1
(KA Az + (K LA A7) )
(5)

where f(-) represents softmax function.

3.2.4. Heterogeneous Features Interact
Module

Prior work leveraged a Mutual BiAffine (Biaffine At-
tention) transformation for interaction between the
SynGCN and SemGCN modules (Li et al., 2021).
In comparison, our heterogeneous features inter-
act module, constituted by self-attention double-
pooling (SADPool), multi-layer GCNConv and Gat-
edGraphConv, demonstrates superior performance
in modeling long-range dependencies and complex
non-linear relationships within intricate contexts.

Specifically, the purpose of SADPool is to accu-
rately select essential nodes while mitigating the im-
pact of non-essential ones. It achieves this by incor-
porating a self-attention mechanism for node scor-
ing, GCNConv primarily updates node representa-
tions by leveraging neighbor node information from
the graph structure. In contrast, GatedGraphConv
concentrates on the use of node/edge features, in-
troducing a gating mechanism. This mechanism
adaptively filters and weights node/edge features
with neighboring nodes’ information, emphasizing
vital features and relationships while disregarding ir-
relevant information. We utilize multi-layered GCN-
Conv and GatedGraphConv to attain potent interac-
tive performance. The implementation of multiple
rounds of message passing and selective neighbor
information aggregation facilitates superior filtering
and capturing of high-level syntactic or semantic
information present in the input features.

Self-Attention Double-Pooling Graph pooling
methods today fall into two main categories: clus-
ter pooling and top-k selection. Cluster pooling
involves both structural and feature information,
which can lead to assignment matrix issues. In top-
k selection pooling, node importance is simplified,
and unselected nodes lose their feature information,
potentially resulting in significant graph information
loss during pooling (Kalchbrenner et al., 2014; Lee
et al., 2019; Zhang et al., 2020). Moreover, moti-
vated by the work of MP-GCN (Zhao et al., 2022),

5404



we employ SADPool, utilizing the input attention
adjacency matrix A*¢™ of SemGCN as the input for
SADPool. This adjacency matrix undergoes both
average and max pooling from two distinct perspec-
tives to select nodes with higher scores. To avoid
substantial loss of graph information during pool-
ing, we preserve all original graph data through
the residual enhancement layer. The process of
SADPool is formulated as follows:

Smean = mean (ASem) , Smax = max (Asem) (6)

HT) = ReLU(H'

H(l+1)

= SADPool (H", A*e™) (8)

Where H) ¢ RV*F represents the output node
representation at layer [, N is the number of nodes
and F' is the feature dimension for each node.
Simean € RV*1 and S, € RY*! are mean and
maximum of N groups of attention scores.

GCNConv The syntactic and semantic informa-
tion output by the residual enhanced module is
used as the initial node representation in GCN-
Conv, and the specific update formula of GCNConv
is as follows:

HOHD = p1ZAD 120 (9)

HU) = GCNConv(H", A) (10)

Where D;; € RV*N — Yo A;; represents the
diagonal degree matrix, while A € RN*N = A 4 J
signifies the adjacency matrix with self-loops in-
cluded. Additionally, ©® € R¥nxFout denotes the
parameters for the linear transformation of features,
where F;, and F,,, represent the dimensions of
the input and output features, respectively.

GatedGraphConv The aggregated information
of node i, denoted as m(l“) is obtained by per-
forming a linear transformatlon between the adja-
cency matrix weight e; ; and the hidden state h§.l)
of node 5. This transformation is regulated by the
parameter matrix ©. In this context, the Gated
Recurrent Unit (GRU) aggregates the node i’s in-
formation into mElH) and takes the previous layer’s
hidden state hgl) as input. The resulting output
for node i is the current layer’s hidden state hgl“).
The process of GatedGraphConv is formulated as
follows:

l l
m = 37 eji-@h (11)

JEN(3)
(l+1 — GRU(m (l+1)’h£l)) (12)
HHY = GatedGConv(H ") (13)

Heterogeneous Features Interact The process
for heterogeneous features interactinteractionis for-
mulated as follows:

[Hlstm(syn) , Hbert(syn)] —

14
SyﬂGCN(Hlstm, Hbe'r‘t) ( )

HSY"m — Hlstm(syn) e Hbert(syn) (15)

0" = 7 (GCNConv(H*¥", A*v", <)) (16)

H*"" — SADPool (™", 4™ (17)
[ﬁlstm(syn)’flbert(syn)} _ O‘(
o (18)
GatedGConv(H v pindes Eam))

The term E‘de* (edge index) is generated by trans-
forming the dense matrix to a sparse one, and the
term E%" (edge weight) is calculated based on
the cosine similarity between the nodes, ¢ is a
nonlinear activation function (e.g., ReLU). Corre-
spondingly, the terms H!stm(sem) gnd frbert(sem) jn
the formula can be expressed as follows:

j_jlstm(sem) f]bert(sem)} _ O'(
~ cemP i (19)
GatedGConv( ™" B/"der, pettr) )

We extract syntactic information from the LSTM
channel and semantic information from the BERT
channel, then employ a Multilayer Perceptron
(MLP) to integrate these features.

Hout MLP(Hl@tm(@yn) @ Hbert(sem)) (20)
3.2.5. Dual Encoder Enhanced Syntactic and
Semantic

The two-channel encoder’s output sequentially
passes through the SynGCN (SemGCN) module,
heterogeneous features interact module. Our goal
is to leverage the strengths of different modules
to enhance the overall representation to fully har-
ness the vast potential of syntactic and semantic
features, particularly enhancing the LSTM chan-
nel’s syntactic information and the BERT channel’s
semantic information. The Multilayer Perceptron
(MLP) module then fuses the syntactic and seman-
tic feature information, yielding the final word repre-
sentation. The resulting word representation seam-
lessly integrates extensive syntactic and semantic
information while retaining the original feature infor-
mation.

3.2.6. Entity Representation and Filter

We perform a series of operations to obtain a token-
level contextualized representation h¢“t from H“t,
which exhibits enhanced syntactic and semantic
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features and retains a higher proportion of the orig-
inal encoded information of a given sentence.

_ out out out
gij = Maz (hstart7 hstart+17 e h )

end

(21)

Sij = Gij D Faiarn (i, 7) © Piers) (22)
where Max represents max pooling operation, and

s .an (i, 7) denotes a trainable feature embedding
that depends on the distance between the start-
ing and ending indices of the span. The A fea-
ture, a component of the original coding feature,
encapsulates specific global semantic information,
acting as an augmentation to the contextual in-
formation across the span (Li et al., 2022). The
representation of each enumerated span s; ; € S
serves as input for predicting the mention types
m € {Target, Opinion}.

P(m|s;;)= softmax(MLPm (s”)) (23)
Consequently, the loss function of the span filter
can be expressed by calculating the cross-entropy
loss between the predicted distribution P (m | s; ;)
and gold distribution P (m7 | s; ;).

L

T | Sij IOg( (m | SiJ)) (24)
si; €S

3.2.7. Sentiment Classifier

In order to obtain the specific pair representation,
we concatenate the aspect span s/, ,, the opinion
span s¢ ;, the trainable width feature embedding
1P ..n» @and the pair’s context feature complement,
h[cls]-

Tst 5o, = 806 ® Fioian © hiers) © 524 (25)
P(r| sfl’b, sgyd) = softmaac(MLP, (T 752.{1))
(26)

We feed the span pair representation 7" into MLP
layer, which determines the probability of sentiment
relation r € R = {Positive, Negative, Neutral}
between the target and the opinion. The sentiment
classifier’s loss function is computed by comparing
the cross-entropy loss between the predicted dis-

tribution P (r | st d) and the gold distribution

a,b’ Se

P( 7’|5ab’ cd)

ﬁtri = - Z

S, t L, ES? 180 4€S°

P( 7’|5ab7 cd)logp(r|5ab7 cd)

Datasets NEU POS NEG #S #T

Train 126 817 517 906 1460
14LAP Dev 36 169 141 219 346
Test 63 364 116 328 543
Train 166 1692 480 1266 2338
14RES Dev 54 404 119 310 577
Test 66 773 155 492 994
Train 25 783 205 605 1013
15RES Dev 11 185 53 148 249
Test 25 317 143 322 485
Train 50 1015 329 857 1394
16RES Dev 11 252 76 210 339
Test 29 407 78 326 514

Table 1: Statistics for the ASTE-Data-V2 dataset.
The abbreviations ‘NEU’, ‘POS’, and ‘NEG’ stand
for the counts of neutral, positive, and negative
triplets, respectively. Similarly, ‘#S’ and ‘#T’ denote
the number of sentences and triplets, respectively.

3.2.8. Loss Function

The model’s overall loss objective is to minimize
the following loss function:

L= ['sp + Liri + Ly (28)

The coefficients o are employed to control the
impact of the associated relation constraint loss.
These individual loss functions are then combined
to form the comprehensive loss objective of the
model.

4. Experiments

4.1. Datasets

We conducted an evaluation of our proposed
model on four benchmark datasets D,2 courtesy
of Xu et al. (2020). These sets are comprised of
three restaurant-focused datasets and one laptop-
focused dataset. The original ASTE datasets were
published by Peng et al. (2020), Xu et al. (2020)
refined them by remedying missing triplets and elim-
inating triplets with conflicting sentiments. For more
details on these datasets, please refer to Table 1.

4.2. Baselines

We compare the proposed model with several lead-
ing benchmark methods. The following is a brief de-
scription of some of our selected benchmark meth-
ods:

* GTS (Wu et al., 2020b) treats the task as a
unified grid tagging task, employing an innova-
tive tagging scheme for concurrent extraction
of opinion triplets.

« Span-ASTE (Xu et al., 2021) constructs span
representations for all potential target and opin-
ion terms, with each possible target-opinion

Shttps://bit.1y/3015Yw0
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14LAP 14RES 15RES 16RES

P R F1 P R F1 P R F1 P R F1
BARTABSA* 61.41 56.19 58.69 | 65.52 6499 6525 | 59.14 59.38 59.26 | 66.6 68.68 67.62
GTS-BERT" 57.52 51.92 5458 | 70.92 69.49 70.20 | 59.29 58.07 58.67 | 68.58 66.60 67.58
Dual-MRC* 5739 53.88 5558 | 71.55 69.14 7032 | 63.78 51.87 57.21 | 68.60 66.24 67.40
EMC-GCN* 61.70 56.26 58.81 | 71.21 7239 71.78 | 61.54 6247 61.93 | 65.62 71.30 68.33
Span-ASTE”* 63.44 55.84 59.38 | 72.89 70.89 71.85 | 62.18 64.45 63.27 | 69.45 71.17 70.26
GAS” - - 60.78 - - 72.16 - - 62.10 - - 70.10
SSJE* 67.43 54.71 6041 | 73.12 71.43 7226 | 63.94 66.17 65.05 | 70.82 72.00 71.38
SBN* 65.68 59.88 62.65 | 76.36 7243 74.34 | 69.93 6041 6482 | 71.59 7257 72.08
SyMux™ - - 60.11 - - 74.84 - - 63.13 - - 72.76
RLI* - - 61.97 - - 74.98 - - 65.71 - - 73.33
CONTRASTE" | 64.20 61.70 62.90 | 73.60 74.40 74.00 | 65.30 66.70 66.10 | 72.22 76.30 74.20
D2E2S(Ours) | 67.38 60.31 63.65 | 7592 74.36 75.13 | 70.09 62.11 65.86 | 77.97 71.77 74.74

Table 2: These are the experimental results on D, test datasets. The symbol ”” indicates that the results
have been retrieved from Chen et al. (2022a). The asterisk ” « ” denotes that the results have been
sourced from the original papers, with the highest scores highlighted in bold.

pair having its sentiment relation indepen-
dently predicted.

* EMC-GCN (Chen et al., 2022a) employs multi-
channel graph convolution operations to model
diverse relation types between word pairs and
leverages GCN to learn node representations
that are aware of these relations.

* SyMux (Fei et al., 2022) introduces a novel
multi-cascade framework that decomposes the
sentiment analysis task into seven subtasks,
fostering efficient interaction among these sub-
tasks through multiple decoding mechanisms.

+ CONTRASTE (Mukherjee et al., 2023) pro-
posed a novel multi-task approach for fine-
tuning the obtained model weights by com-
bining the base encoder-decoder model with
two complementary modules: a tagging-based
Opinion Term Detector and a regression-based
Triplet Count Estimator.

Additionally, our comparisons also include models
not described above, namely BARTASA (Yan et al.,
2021), Dual-MRC (Mao et al., 2021), GAS (Zhang
et al., 2021), SSJE (Li et al., 2022), SBN (Chen
et al., 2022b) and RLI (Yu et al., 2023). These
models act as vital benchmarks, helping to provide
a more comprehensive evaluation of our proposed
method’s performance.

4.3. Implementation Details

In our experiments, we employ the uncased base
version of BERT . We set the hidden state di-
mensionality to 768 for BERT and 384 for BilL-
STM, with the dropout rate configured to 0.5. For

*https://huggingface.co/
bert-base-uncased

Model 14lap 14res 15res 16res

D2E2S 63.65 75.13 65.86 74.74
W/0 SS 60.49 71.04 63.61 71.98
W/O Syntactic 61.37 7451 63.83 73.84
W/O Semantic 61.48 7294 6554 71.56
W/0 HFIM 63.34 73.13 64.55 72.71
(E1+E2) — (E1) 61.91 73.39 6191 73.11
(E1+E2) — (E2) 62.26 7292 6290 72.97
HFIM — Mutual BiAffine 62.55 71.60 64.25 71.69

Table 3: F1 scores of ablation study on Ds .

BERT’s fine-tuning, we leverage the AdamW opti-
mizer (Loshchilov and Hutter, 2019) with a maxi-
mum learning rate of 5e-5 and a weight decay of
1e-2. The maximum span length is capped at 8.
Regarding the architecture, SynGCN consists of
2 layers, and the same holds true for SemGCN.
As for Heterogeneous Feature Interaction, we set
the number of layers to 1. This configuration re-
mains consistent across GCNConv, GatedGraph-
Conv, and SADPool, where all have a single layer.
The hyper-parameter « is 10. The training process
is performed on Google Colab T4, lasting through
120 epochs with a mini-batch size of 16.

4.4. Main Results

The principal results are displayed in Table 2. Ac-
cording to the F1 metric, our D2E2S model, pow-
ered by dual encoders, has surpassed major com-
petitors in key performance metrics. Specifically,
D2E2S outperformed the previously leading model,
SyMux (Fei et al., 2022), in the 14lap, 14res, 15res,
and 16res benchmarks by 3.54%, 0.29%, 2.73%,
and 1.98% F1 points, respectively. Despite SyMux
utilizing three versions of the ABSA dataset to en-
hance its performance across seven tasks, our
model achieved these significant improvements us-
ing only a single version of the dataset, showcasing
its efficiency and powerful performance. Further-
more, D2E2S has also exceeded the performance
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Figure 3: An example of the ASTE task. Aspect terms and opinion terms are highlighted in green and
orange, respectively. Positive sentiment polarity is denoted by the color red.

of the current state-of-the-art model, CONTRASTE
(Mukherjee et al., 2023), in the 14lap, 14res, and
16res benchmarks by 0.75%, 1.13%, and 0.54% F1
points, respectively. This achievement highlights
our model’s leading position in the field and empha-
sizes its ability to achieve outstanding performance
even with more simplified data resources.

4.5. Model Analysis

4.5.1. Ablation Study

We conducted ablation experiments to evaluate
the effectiveness of various components of the
D2E2S model. Table 3 presents the experimental
results. For simplicity, we denoted "BERT" as "E1",
"BERT-BILSTM-SA(Self-Attention)" as "E2", "Het-
erogeneous Features Interact Module" as "HFIM",
and "Syntactic and Semantic" as "SS". W/O syn-
tactic, semantic, and both syntactic and semantic
features, performance decreased across all four
datasets. This consistent trend indicates that both
syntactic and semantic features play crucial roles in
enhancing model performance. They complement
each other, providing a solid foundation for suc-
cessful ASTE task execution across these diverse
datasets. W/O HFIM, D2E2S’s capacity to select
and capture high-level syntactic and semantic in-
formation was hindered. Consequently, a slight
performance reduction was observed on the 14lap
datasets, with more noticeable drops of 2.00%,
1.31%, and 2.03% on the 14res, 15res, and 16res
datasets, respectively. Replacing the feature inter-
action method from HFIM to Mutual BiAffine, the
long-range and nonlinear modeling capabilities of
D2E2S were negatively impacted, leading to a sig-
nificant performance degradation across all sub-
datasets. Replacing the dual encoder with a sin-
gle encoder in either the BERT or LSTM channel,
the effective exploitation of the syntactic and se-
mantic potential of the ASTE task was obstructed,
resulting in a performance decrease across all sub-
datasets. In conclusion, every component of the

D2E2S model plays a significant role in the overall
performance of the ASTE task.

4.5.2. Case Study

By analyzing a particularly challenging example,
we probe into the competencies of our method.
Figure 3 presents the predictions made by SBN
(Chen et al., 2022c) and D2E2S, highlighting the
aspect terms and opinion terms marked in green
and orange, respectively. In previous work, SBN
demonstrates robust modeling abilities in address-
ing "one-to-many" and "many-to-one" challenges.
However, it falls short in detecting the multiple re-
lations of a word-pair, both "flavor" and "full" not
only belong to the same opinion term (i.e., full of
flavor), but they form a valid aspect-opinion pair
as well, resulting in multiple relations of the word
pair “flavor-full”, which also challenges the existing
scheme. Conversely, our D2E2S excels in accu-
rate identification, thanks to its ultra-long distance
modeling capability and rich syntactic and semantic
information incorporation.

5. Conclusions

In this study, we introduce the D2E2S architecture
with dual encoders, designed to harness the vast
potential of syntactic and semantic information for
ASTE. We build dual encoders to separately model
the syntactic structure and semantic information
in each sentence. Next, we present a method to
separate syntactic and semantic similarity, with the
goal of assisting the model in better distinguishing
between syntactic and semantic information. Fur-
thermore, we introduce the Heterogeneous Feature
Interaction Module, where the SADPool method
is combined with multi-layer GCNConv and Gat-
edGraphConv to greatly improve interactive capa-
bilities, allowing the model to effectively filter and
capture advanced syntactic and semantic informa-
tion from the input features. By integrating across
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the mentioned modules, we fully harness the sub-
stantial potential of syntactic and semantic features.
Experimental results demonstrate that our network
outperforms baseline models significantly, achiev-
ing state-of-the-art (SOTA) results.

6. Limitations

Despite the promising results of our study, there
are still some limitations that should be acknowl-
edged. These limitations underscore areas need-
ing future improvement and exploration. Firstly,
our model’s span length is set at 8, significantly
reducing computing resources for span-level mod-
els. However, this restricts the capture of aspects
or opinion terms with a span length exceeding 8.
Future research could concentrate on more flexi-
ble options. Secondly, this article’s Heterogeneous
Features Interact Module leverages the stacking
of GCNConv and GatedGraphConv to facilitate in-
teraction. The incoming parameters of GCNConv
and GatedGraphConv are edge indices, specify-
ing each node’s interaction range. Enabling more
nodes to interact necessitates substantial comput-
ing resources. However, owing to limited computing
resources in this experiment, the dense graph was
transformed into a sparse graph to minimize the
number of interacting nodes, inevitably reducing the
interaction effect and experimental performance.
Lastly, computational power and time constraints
prevented us from exploring larger model archi-
tectures or conducting extensive hyperparameter
tuning. We hope future studies will address these
limitations, thereby enhancing the reliability and
applicability of our proposed method.
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