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Abstract
Gender bias has been widely studied by the NLP community. However, other more subtle variations of it, such as
mansplaining, have yet received little attention. Mansplaining is a discriminatory behaviour that consists of a conde-
scending treatment or discourse towards women. In this paper, we introduce and analyze Well, actually..., a corpus of
886 mansplaining stories experienced by women. We analyze the corpus in terms of features such as offensiveness,
sentiment or misogyny, among others. We also explore to what extent Large Language Models (LLMs) can understand
and identify mansplaining and other gender-related microaggressions. Specifically, we experiment with ChatGPT-3.5-
Turbo and LLaMA-2 (13b and 70b), with both targeted and open questions. Our findings suggest that, although they
can identify mansplaining to some extent, LLMs still struggle to point out this attitude and will even reproduce some of
the social patterns behind mansplaining situations, for instance by praising men for giving unsolicited advice to women.
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1. Introduction

Since the introduction of transformers and pre-
trained Language Models (LMs) (Vaswani et al.,
2017), researchers in NLP have worked on iden-
tifying and mitigating different types of human bi-
ases (Lauscher and Glavaš, 2019; Caliskan et al.,
2017; Bolukbasi et al., 2016; Manzini et al., 2019).
These works have focused on the biases contained
in training data, as well as on the biases repro-
duced or even amplified by the models themselves
(Zhao et al., 2018; Hovy and Prabhumoye, 2021;
Wang and Russakovsky, 2021; Hall et al., 2022;
Zhou et al., 2023). With the introduction of Large
Language Models (LLMs), and their growing in-
volvement in our daily life, addressing these biases
seems more important than ever. On the one hand,
LLMs, as well as their predecessors, contain bi-
ases, as they are trained on vast amounts of (bi-
ased) data online (Abid et al., 2021; Schramowski
et al., 2022; Gallegos et al., 2023). On the other
hand, there is an evident effort by the research
community in identifying these biases and in trying
to mitigate them in order to obtain better and fairer
models (Navigli et al., 2023; Steed et al., 2022;
Ferrara, 2023). As a case in point, evaluating and
mitigating gender biases has been an active area
of research in many NLP tasks, such as text clas-
sification, machine translation or text generation
(Sheng et al., 2019; Savoldi et al., 2021; Kotek
et al., 2023). However, there may be some types
of biases which are more difficult to detect and
mitigate than others, as they are also for humans.
For instance, NLP models might struggle to iden-
tify biases based on a more subtle language or
those without a direct intention to harm others (Or-

tiz, 2022; Perez-Almendros and Schockaert, 2022;
Naous et al., 2023; Kiehne et al., 2022; Ramezani
and Xu, 2023).

In this paper, we focus on mansplaining, a type
of (subtle) discriminatory behaviour based on a bi-
ased attitude towards women (Dular, 2021; Briggs
et al., 2023). We can find a situation of mansplain-
ing when a man treats or explains something to a
woman in a manner regarded as condescending
or patronizing. This treatment comes motivated by
the assumption that the woman, just because of
her gender, will not have the knowledge about the
topic or the capacity to understand it without the
help of a man, or the belief that the woman cannot
have more expertise in the topic than a man. With
this work, we introduce two main contributions to
the community.

First, we collect, curate and release "Well, ac-
tually...", a corpus of 886 short stories about
mansplaining situations. We perform a qualita-
tive analysis of these stories with the objective of
better understanding the language involved when
describing mansplaining situations, as well as other
types of biases which might support mansplaining
attitudes. Specifically, we analyze the data to detect
offensive language, sentiments, irony, condescen-
sion and misogyny. We also explore the most pop-
ular topics in the data to better understand where
we can encounter mansplaining.

Second, we analyze to what extent LLMs
understand mansplaining. Specifically, we
ask Llama-2-13b, Llama-2-70b and ChatGPT-.3.5-
Turbo (hereafter referred to as ChatGPT) several
questions to identify whether they are able to de-
tect gender-related discriminatory attitudes in the
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stories contained in the Well, actually... corpus. Fur-
thermore, we manually annotate some of the mod-
els’ answers for comparison and perform qualitative
analysis over some examples. Overall, we find that
1) models which target other types of biased be-
haviour are not sufficient to model the language
involved in mansplaining stories, and 2) LLMs can
to some extent identify gender discrimination if ex-
plicitly asked to look for it, but they fail to detect it if
asked more general questions.

2. Related Work

NLP has been targeting human biases for a long
time, and tasks such as sentiment analysis (Patwa
et al., 2020; Barnes et al., 2022), hate speech
(Basile et al., 2019), offensive language (Zampieri
et al., 2020) or gender bias detection (Sun et al.,
2019; Fersini et al., 2022; Kotek et al., 2023) have
become well-established challenges in the commu-
nity.

However, other types of equally harmful but more
subtle discriminatory language still pose a chal-
lenge for the NLP community. One of such cases
is microaggressions, where the discriminatory treat-
ment is usually subtle and indirect. They tend to
reproduce biases deeply accepted by society and
their identification is usually subjective (Breitfeller
et al., 2019; Ògúnrèmí et al., 2022). In their work
about "Finding Microaggressions in the Wild", Bre-
itfeller et al. (2019) create a taxonomy of types
of microaggressions, with some of them, such as
stereotypes, objectification, second-class citizen
or abnormality, specially affecting women. The
discourse of condescension, which also relies in
subtle and subjective language, often concealed of
good intentions, has also been recently studied by
the NLP community (Perez-Almendros et al., 2022).
Works in this area have highlighted how NLP sys-
tems still struggle to identify condescension and the
necessity to focus on such subtle types of discrimi-
natory treatments (Wang and Potts, 2019; Perez-
Almendros and Schockaert, 2022).

Mansplaining can be considered as a type of mi-
croaggression which uses a condescending and
patronizing discourse or treatment towards women
(Lutzky and Lawson, 2019; Eschmann et al., 2020;
Dular, 2021). Researchers such as Lutzky and Law-
son (2019) and Koc-Michalska et al. (2021) have
studied this phenomenon from a data analysis and
computational linguistics point of view. However,
to the best of our knowledge, the NLP community
has still not focused on analyzing how current NLP
systems, and in particular LLMs, understand this
type of discriminatory attitude. Moreover, there is
no established benchmark or dataset specifically fo-
cused on mansplaining situations openly available.
In this paper, we try to fill this gap by both compiling

a benchmark of mansplaining stories and analysing
it, particularly from the perspective of LLMs.

3. The Well, actually... Corpus

The Well, actually... corpus contains 886 short sto-
ries, where the protagonist, usually self-identified
as a female, explains their own or someone
else’s experience of mansplaining, including
gender-related microaggressions or discrimi-
natory behaviour. The Well, actually... corpus
is available at https://huggingface.co/
datasets/carlaperez/Well_actually_
mansplaining.

3.1. Data Collection and Curation

The data has been extracted from a Reddit thread1

dedicated to telling mansplaining situations expe-
rienced by women. The original thread contained
2,914 posts. The authors of this paper have manu-
ally pre-processed all the posts in order to select
only those stories that expressed mansplaining sit-
uations. This step was mainly focused on remov-
ing answers or comments to these stories, and
parallel conversations or stories that would not be
considered to be mansplaining or gender-related
microaggressions. We also removed those com-
ments talking about the definition of the concept
of mansplaining or personal opinions about it. Af-
ter this process, the corpus was reduced to 886
paragraphs talking about mansplaining situations.

As an example, the following story of mansplain-
ing is included in the corpus:

"My best friend in college drove a diesel
car. EVERY. SINGLE. TIME. we were at
the gas station men would either stop what
they were doing to shout at us or come
running over in a panic to let us know that
the green pump is diesel only![...]"

3.2. Corpus Analysis
The Well, actually... corpus is composed of 886
paragraphs written in English. The average length
is 96 words, although some of them might con-
tain more than 500 words2. The authors of the
posts identify themselves mainly as females, al-
though in some cases, the author of the paragraph
is self-identified as a male, who is however explain-
ing a mansplaining situation which happened to a
woman. In the following subsections, we analyze
the corpus in terms of which topics are present (Sec-
tion 3.2.1), from a more nuanced perspective based
on the linguistic and social media features present

1"Tell me your mansplaining stories, so I can laugh"
2With a standard deviation of 69.55 words.

https://huggingface.co/datasets/carlaperez/Well_actually_mansplaining
https://huggingface.co/datasets/carlaperez/Well_actually_mansplaining
https://huggingface.co/datasets/carlaperez/Well_actually_mansplaining
https://www.reddit.com/r/TwoXChromosomes/comments/szg57w/tell_me_your_mansplaining_stories_so_i_can_laugh/
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Topic Stories
1 Author experience and frustration 109
2 Gender roles and stereotypes 71
3 Mansplaining in tech 58
4 Work experience and Education 56
5 Food use and preparation 43
6 Gender bias at the work place 42
7 Arts, literature and movies 38
8 Pregnancy, childbirth & breastfeeding 33
9 Cars and motor 30
10 Sexual relationships 29
11 Sexism, misogyny 28
12 Health care (physical and mental) 26
13 Fitness and sports 25
14 Gender dynamics 21
15 Gender bias and stereotypes 20
16 Customer service 19
17 Meetings and mansplaining 18
18 Home improv., construction, DiY 16
19 Bra sizes 16
20 Menstruation 15
21 Workplace dynamics & communication 14
22 Languages, grammar, lang. learning 13
23 Coffee 12
24 Accounting, finances, housing market 12
25 Misc. (other topics) 122

Table 1: Main topics and situations where
mansplaining occurs in the corpus, ranked by order
of prevalence.

in the stories (Section 3.2.2), and for understand-
ing the presence of condescending or misogyny
attitudes in the posts (Section 3.2.3).

3.2.1. Topic Analysis

In order to understand better the concept of
mansplaining, as well as the situations which are
more prone to host this type of discriminatory be-
haviour, we analyze the main topics covered in the
corpus. We use the model Llama-2-70b (Touvron
et al., 2023) to extract the main topic for each para-
graph. Specifically, we ask the model for the five
main topics, as we will explain in Section 4.2, and
select its first choice. We then clusterize the topics
with BERTopic3 (Grootendorst, 2022), an LM-based
topic modeling technique, and assign each para-
graph to its corresponding cluster. Table 1 presents
the most common topics or situations where we can
encounter mansplaining in our corpus, ranked in
order of prevalence.

While some of the topics detected by the model
refer to the attitudes and feelings of the author (e.g.,
Topic 1) or gender stereotypes and mansplaining
(e.g., Topics 2, 11, 14, 15), in most cases we can
observe typical situations where a woman can ex-
perience this attitude. It is not unexpected to find

3https://maartengr.github.io/BERTopic/

stereotypical men-related areas, such as tech, cars
or construction as some of the typical realms of
mansplaining. However, we would like to highlight
its presence in situations where, inherently, women
are supposed to be more experienced, such as
pregnancy, childbirth and breastfeeding (Topic 8),
bra sizes (Topic 19) or menstruation (Topic 20).

3.2.2. Linguistic and Social Media Features

With the objective of better understanding the con-
cept of mansplaining, we analyze what other biases
might be concealed in a mansplaining situation. To
this end, we select classification models special-
ized in social media for analysing features and bi-
ases that could be present in some attitudes of the
mansplaining situations. In particular, we analyze
the mansplaining corpus by applying the following
tasks and models:

1. Offensive Language Detection. The fact that
a situation is considered mansplaining makes
it inherently offensive for the women involved
in such situation (Dular, 2021). We analyze
to what extent a model trained on detecting
offensive language online might identify these
posts as being offensive. To this end, we use
a model fine-tuned on the SemEval 2019 task
on offensive language identification in social
media (Zampieri et al., 2019).

2. Sentiment Analysis. We are also interested
in analyzing which are the sentiments ex-
pressed in a post explaining a mansplaining
situation. In particular, we use a simplified
sentiment analysis task to classify posts as
positive, neutral or negative. The sentiment
analysis model is trained on the SemEval-2017
task on Sentiment Analysis in Twitter (Rosen-
thal et al., 2017).

3. Irony Detection. Given that many of the posts
in the corpus are written in a humorous way,
we analyze the results of an irony detection
model fine-tuned on the SemEval-2018 Irony
Detection task (Van Hee et al., 2018). In addi-
tion to analyze how many stories are consid-
ered to contain irony, we aim at assessing the
correlation of the use of this writing style (i.e.,
the use of irony) with the results provided by
other models, such as the offensiveness or the
sentiment of those posts.

For all the above tasks we rely on the RoBERTa-
based language models trained on Twitter included
in the TweetNLP library4, which provide competitive
and state-of-the-art results in each of the individual
tasks (Camacho-Collados et al., 2022). We simply

4https://github.com/cardiffnlp/
tweetnlp

https://maartengr.github.io/BERTopic/
https://github.com/cardiffnlp/tweetnlp
https://github.com/cardiffnlp/tweetnlp
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Figure 1: Analysis of sentiment, offensiveness and irony in the positive cases of mansplaining.

Figure 2: Correlation between sentiment, offensive-
ness and irony.

use these models to predict their corresponding
tasks’ labels on each post from the corpus.

Results Figure 1 shows how the models depict
the mansplaining stories in the corpus as mainly
non-offensive and with neutral sentiment, although
a negative sentiment is also common among the
mansplaining stories. Both the positive and neutral
sentiment detected in these posts might be par-
tially explained by a significant number of ironic
messages. In fact, if we analyze the correlation
of the results of these three models, as shown in
Figure 2, we can observe that there are 222 para-
graphs expressing neutral or positive sentiment
which were also labelled as being ironic. More sur-
prisingly, there are 295 paragraphs with positive or
neutral sentiment which have been labeled as non-
offensive and non-ironic. These counter-intuitive
results (i.e., mansplaining is offensive in nature and
people talking about mansplaining usually do not
express a positive sentiment) point to the fact that
mansplaining uses a more subtle and indirect type
of language and that mainstream models might
struggle to understand it.

3.2.3. Condescending Language and
Misogyny

In addition to the analysis presented in the previous
section, we inspect models with features close to
what we could expect from mansplaining posts. In
particular, we analyze whether models can identify
condescending language or misogyny in the data:

1. Patronizing and Condescending Language
(PCL). We analyze how a model trained on
classifying PCL messages towards vulnerable
communities (Pérez-Almendros et al., 2020)
might be able to detect the condescending
treatment inherent to mansplaining behaviours.
This model has been trained on annotated me-
dia stories about underrepresented groups.

2. Misogyny detection. We use the model re-
leased by Attanasio et al. (2022) to assess how
many of the mansplaining stories also contain
misogyny. This model has been fine-tuned on
annotated tweets on misogyny behaviours and
attitudes (Fersini et al., 2018).

Results The models that tried to find condescen-
sion and misogyny in mansplaining posts throw
humble results (none of the posts in the corpus
were classified as contained PCL, and only 3.5%
-31 posts- were classified as misogynous). On the
one hand, the PCL model is not able to find con-
descension in any of the analyzed posts, despite
mainsplaining situations containing condescension
towards women by definition. This can be due to
several reasons such as the type of condescension
or the source of the data in which the model has
been trained (i.e., news corpora) being significantly
different for the model to capture the nuances. On
the other hand, we understand that mansplaining
is a subtle and sometimes unconscious type of dis-
crimination, so we expected misogyny to be present
in the more flagrant cases only. This may include
cases where the man was purposely trying to harm
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Post Features
1. I was once invited to the Indian High Commission in London for a drinks event with a client. I
invited my husband along as it’s probably the fanciest thing I’ve ever done or will do. Well, the
client arrived with his elderly father who, in front of the female, highly poised and clearly Indian
high commissioner, proceeded to address my white, under-30 yo, wearing knock off clothes
husband as if he was the high commissioner!!! We were appalled but you have to laugh at how
some men will do insane mental gymnastics to get things to align to their world view.

Non Offensive,
Non Irony,
Positive Sent.

2. I was training a new employee (male) and part of the training was sitting in with me when I
met with clients. First day, first meeting, I explained to the client that I was training new employee
and new employee would be sitting in but not participating in conversation, just listening and
learning. Within 30 seconds the client was directing all questions to new employee and ignoring
my answers. [...] I asked client if he had a problem with me and would prefer to talk to my boss?
Client mansplained to me how males are better at my job because the male brain is better at
business because they think without emotion. He asked for the new employee and I told him new
employee has been on the job for 2 hours [...]. Client finally accepted I would be the one helping
him and appointment continued. After he said - wow you really know your stuff. Of course I know
my stuff! I’ve been in my industry for over 10 years!

Non Offensive,
Non Irony,
Neutral Sent.

3. Silly woman, there’s your problem! Barbeque, often referred to as BBQ, is for MEN. Now stop
your silly little plan and get into the kitchen to do the kind of cooking women understand, fire is
far too complicated.

Misogyny

Table 2: Selection of examples and their classification by bias detection models.

the woman or women experiencing mansplaining,
which are rare cases in the Well, actually... corpus.

Table 2 shows some examples of posts for which
their classification by the models was unexpected,
given the nature of mansplaining attitudes. For in-
stance, the author of example number 2 is clearly
offended by the situation, although the model does
not capture offensiveness in the post. Furthermore,
the positive and neutral sentiment labels of exam-
ples 1 and 2 do not correspond to the sentiments
evoked by the stories told in them. In the last ex-
ample, classified as misogyny, the model seems to
be missing the irony behind the text. Overall, the
analyzed models do not capture many of the sub-
tle nuances contained in mansplaining attitudes,
which highlights the necessity to study these types
of microaggressions as a specific topic in the NLP
community.

4. LLM Evaluation

In the second part of our work, we analyze to what
extent LLMs might be able to understand and detect
mansplaining situations. We hypothesize that the
models might struggle to identify these attitudes
due to the need for commonsense reasoning and
knowledge of the context that are often required
to assess a situation as a case of mansplaining
(Lutzky and Lawson, 2019; Koc-Michalska et al.,
2021).

4.1. Models
We experiment with three LLMs, two open-source
models released by Meta and a third one released

and commercialized by OpenAI. Specifically, we
use the following models and variants:

LLaMA-2 (Touvron et al., 2023) are a collection
of pre-trained LLMs raging from 7 billion to 70 bil-
lion parameters. In this work, we use the LLaMA
models fine-tuned for chat use cases, specifically
the models pre-trained with 13 billion and 70 billion
parameters.

ChatGPT is a conversational agent powered by
GPT-based LLMs. These models are pre-trained
on general data extracted from the Internet and fine-
tuned to improve results in a variety of downstream
NLP tasks, such as question-answering, machine
translation or content generation, among many oth-
ers. Specifically, we use ChatGPT-3.5-Turbo.

4.2. Test Questions
In order to learn more about how LLMs understand
mansplaining situations, we select four questions
to use as part of a prompt to obtain the models’
responses. We experiment with zero-shot learn-
ing, as we do not provide a definition of either
mansplaining or gender bias, or any instruction
to classify the posts. This is because our objective
is not to obtain the best possible results for this
task, but rather to analyze the understanding and
behaviour of models in this matter under their de-
fault setting. Therefore, in our research design we
decide to opt for zero-shot learning so we do not
introduce any biases to the models.

First, we select two questions whose answers
can be easily analyzed in a quantitative way.
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Question Model Yes No NA Acc(%)

Q1: Can you identify gender bias in this situation?
LLaMA-2-13b 696 97 93 78.55
LLaMA-2-70b 840 10 36 94.80
ChatGPT 775 110 1 87.47

Q2: Is this a situation of mansplaining?
LLaMA-2-13b 607 231 48 68.51
LLaMA-2-70b 851 24 11 96.05
ChatGPT 814 47 25 91.90

Table 3: Answers by LLaMA-2-13b, LLaMA-2-70b and ChatGPT to the questions "Is there gender bias
in this situation?" and "Is this a mansplaining situation?" for each one of the posts of the mansplaining
corpus. The best results for each question are highlighted in bold.

Specifically, we include the following questions as
prompts to the LLMs:

Q1- ’Can you identify gender bias in this situation?
Please, answer first with a word: yes or no. Then,
can you explain why?’

Q2- ’Is this a case of mansplaining? Please,
answer first with a word: yes or no. Then, elabo-
rate why.’

Works such as Lutzky and Lawson (2019);
Eschmann et al. (2020); Dular (2021) and Koc-
Michalska et al. (2021) have related the concepts of
gender bias and mansplaining. We ask for both the
presence of mansplaining and gender bias, as we
hypothesize that the former might be more difficult
to identify, while the model might be more familiar
with other discriminatory behaviours (Ortiz, 2022;
Perez-Almendros and Schockaert, 2022; Naous
et al., 2023; Kiehne et al., 2022; Ramezani and Xu,
2023).

Furthermore, we experiment with two open
questions which are intended to test whether the
models would detect gender-related microaggres-
sions without mentioning them. These questions
have the objective of avoiding the potential bias
that we can introduce with our prompts to the
model (Alnegheimish et al., 2022; Lin and Ng,
2023). The specific questions that we include in
the prompt are the following:

Q3- ’What can you infer from this situation?’,

Q4- ’Can you identify up to five topics that
appear in the text? Please rank them in terms of
how prominent they are in the text’.

For our experiments, we concatenate each ques-
tion to each one of the posts contained in the corpus
and feed this information to the LLM.

4.2.1. Human Annotation

For Q3 and Q4, the objective is to ascertain to what
extent would the models identify mansplaining or
other types of gender discrimination without being
asked about these phenomena. To evaluate the
models’ responses, we recruited an annotator to
label the models’ answers with the following instruc-
tions:

For Q3, ’What can you infer from this situation?’,
the annotator was asked to decide whether the
LLMs have inferred mansplaining or gender bias in
each situation based on their answers. The answer
does not need to explicitly mention these specific
concepts. For instance, the answer may express
that there is an unfair situation related to gender
bias towards women. The guidelines provided to
the annotator for each of the labels are the follow-
ing: 0 - The model does not infer the presence of
mansplaining or gender discrimination; 1 - Unsure
or borderline case; 2 - The model infers that there
is mansplaining or gender discrimination in that
situation.

For Q4 ‘Can you identify up to five topics that
appear in the text? Please rank them in terms
of how prominent they are in the text’, we need
to annotate if the topic of mansplaining or gender
bias/discrimination is present in one of the main 5
topics indicated by the model. The labels for the
annotation of this question are as follows: 0 - The
topic is not present in the main five topics; 1-5 - The
topic is in position 1, 2, 3, 4 or 5; 6 - Unsure whether
one of the given topics refers to gender discrimina-
tion (e.g, the model provides "unfair treatment at
the workplace" as a topic, but it does not mention
gender). In the case of the model’s response giving
more than one topic about gender discrimination or
mansplaining, the annotator would select the high-
est ranked (e.g., if both topics 2 and 4 are about
gender bias, they would annotate just “2”)5.

5The annotation guidelines are published
at https://huggingface.co/datasets/
carlaperez/Well_actually_mansplaining

https://huggingface.co/datasets/carlaperez/Well_actually_mansplaining
https://huggingface.co/datasets/carlaperez/Well_actually_mansplaining
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4.3. Results
In this section, we present the results for both quan-
titative and qualitative questions of our LLM evalu-
ation.

4.3.1. Quantitative Questions (Q1 and Q2)

Table 3 summarizes the answers of the LLMs when
presented with Q1 and Q2, i.e., when asked directly
if they can identify either gender bias or mansplain-
ing in each situation. Although the type of language
used in these stories is sometimes subtle and some
inferences about the context need to be made by
the models (e.g., the fact that the person affected
by the mansplaining situation is a woman), all three
models perform reasonably well when detecting
whether there is a discriminatory behaviour towards
women. In terms of comparison, LLaMA-2-70b per-
forms better than the other models, correctly identi-
fying mansplaining and gender bias in 96.05% and
94.80% of the stories, respectively. LLaMA-2-13b
reports the worst results, which can be explained
by the significant smaller size of this model. It also
provides more irrelevant answers (NA, in the table),
where the model either refuses to answer, gives a
blank response or offers a comment which is not
related to the question asked. Interestingly, the two
largest models (i.e. LLaMA-2-70b and ChatGPT)
perform better when identifying mansplaining than
gender bias. These results are somewhat counter-
intuitive as gender bias is a more general concept.
Therefore, our hypothesis was that Q1 would be
easier to answer by the models. It is important to
emphasize that this evaluation is based on assess-
ing mansplaining situations only, as models may
cautiously assess most situations as mainsplain-
ing irrespective of whether the actual situation is
mansplaining or not.

4.3.2. Qualitative Questions (Q3 and Q4)

The high performance by LLMs in the quantitative
answers might be explained by the potential bias in-
troduced in the questions by explicitly asking about
the presence of mansplaining or gender bias. In
fact, if the models are not asked about these con-
cepts and are given more freedom to answer, as
we do with Q3 and Q4, the results are significantly
different. For the qualitative questions that required
manual annotation (i.e. Q3 and Q4), we only use
LLaMA-2-70b and ChatGPT, as these were the
best-performing models in the previous experiment.
Table 4 shows the results of the models when asked
Q3 - "What can you infer in this situation", concate-
nated to each one of the posts of the corpus. As
explained in Section 4.2.1, the human annotator
reviewed the models’ answers to annotate whether
they mentioned something about mansplaining or

Mansplaining or
gender discrimina-
tion inferred?

ChatGPT (%) LLaMA-2
70b (%)

No 63.79 53.86
Yes 30.51 40.07
Unclear 5.70 6.07

Table 4: Summary of the results by ChatGPT and
LLaMA-2-70b after human annotation. The models
were asked "What can you infer from this situation?"
in the prompt. This question was concatenated to
each one of the posts of the corpus. The annota-
tor then decided whether the models mentioned
mansplaining or any type of gender discrimination
in their responses.

gender discrimination in their responses. As can
be observed, both models often fail to identify any
discriminatory behaviour towards women in most
cases. However, LLaMA-2-70 detects more cases
than ChatGPT, making it a better model to identify
subtle gender biases in our corpus.

Table 5 shows the results of the models after
asking them Q4 - ’Can you identify up to five topics
that appear in the text? Please rank them in terms
of how prominent they are in the text’, and after
annotation. The annotator labelled the answers
to assess whether they mentioned the topics of
mansplaining or gender discrimination and, if so, in
which position. The results show that both models
fail to identify these topics as being present at all in
many of the situations presented to them. In fact,
in the case of ChatGPT, the model considers that
most of the stories presented (55.7% of them) do
not have any kind of gender discrimination as a
prominent topic. Between the two models, LLaMA-
2-70b offers a better performance, identifying the
problem as a prominent topic (position 1 or 2 in the
ranking) in almost 39% of the instances, whereas
ChatGPT only identifies gender discrimination as
a prominent topic in 28% of the instances.

Qualitative analysis For illustrative purposes, Ta-
ble 6 includes a couple of examples of posts that
were classified as containing both mansplaining
and gender bias by the largest models (i.e. Chat-
GPT and LLaMA-2-70b). However, when asked a
less explicit question (i.e., "what can you infer?"),
the models are less vehement in their responses.
For instance, in the first example, both models
highlight and praise the supportive attitude of the
woman’s boss towards her, but do not seem to see
a problem with the discrimination she suffers from
the client, as they do not (ChatGPT) or hardly men-
tion it (LLaMA-2-70b). LLaMA-2-70b does allude to
the potential for gender bias at the end of its expla-
nation, but just to again praise the boss’ attitude.
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How prominent is
mansplaining or
gender discrimina-
tion in the text?

ChatGPT (%) LLaMA-2-
70b (%)

Not present 55.70 45.77
1 22.61 30.33
2 5.51 8.64
3 5.33 6.25
4 4.41 2.39
5 3.31 2.02
Unclear 3.13 4.60

Table 5: Summary of the results by ChatGPT and
LLaMA-2-70b after human annotation. The models
were asked "Can you identify up to five topics that
appear in the text? Please rank them in terms of
how prominent they are in the text", concatenated to
each post of the corpus. The annotator annotated
whether the models mentioned mansplaining or any
type of gender discrimination in their responses and
if so, in which position.

In the second example, none of the models iden-
tifies mansplaining or gender bias, even though it
is explicitly stated in the post. LLaMA-2-70b high-
lights that "the passenger was trying to make the
driver feel safe", and it also mentions that he did
not know about the driver’s military experience, al-
though the text explains that she shares this back-
ground with him. Both models assert that the driver
was not interested in the passenger’s offer, so she
politely dismisses it. These examples illustrate how
the models still reproduce and perpetuate gender
biases, which can be due to their lack of subtle
understanding or commonsense knowledge which
is often required to understand such situations.

5. Conclusions

In this paper, we introduce and analyze Well, ac-
tually..., a corpus of Mansplaining Stories with two
main objectives: 1) Improving our understanding
of the language used when explaining mansplain-
ing (and other gender related microaggressions),
and 2) exploring the capabilities of LLMs to iden-
tify and understand this phenomenon. On the
one hand, our findings point in the direction of
mansplaining using a more subtle and indirect lan-
guage than other types of biased or discriminatory
discourse (such as offensive language, misogyny
or condescension). This seems to mislead models
devoted to detect these types of biases to misclas-
sify many instances of mansplaining and points
towards the need for a model fine-tuned specifi-
cally in mansplaining situations to better identify
this phenomenon. On the other hand, our experi-
ments with LLMs show that, although they are able
to understand and identify mansplaining to some

extent, there is still much room for improvement.
For instance, they perform better when the ques-
tion/prompt is directed towards the answer we want
to obtain (i.e., asking them whether the specific
discriminatory attitude is present in a given situa-
tion). This also highlights the importance of the
prompt and how it can affect towards hiding inher-
ent model biases. In fact, when the prompt does
not contain gender-related keywords (e.g., when
asking the model what can you infer in this situa-
tion or which are the main topics), not only LLMs
fail to identify mansplaining, but they also repro-
duce some gender-related discriminatory attitudes.
For instance, they can praise a man who gives un-
solicited advice or offers help to women in these
situations.

6. Limitations

One of the goals of this paper is to provide the com-
munity with a new language resource to motivate
further research in mansplaining, still an underex-
plored research topic in NLP. We have also aimed
at better understanding the perception of LLMs re-
garding this and similar phenomena. However, we
are aware that our work presents lacks and limita-
tions that we are confident to solve with (our own
and others’) future work in this matter.

For instance, our corpus only presents a limited
number of mansplaining stories (i.e., 886), all com-
ing from a unique Reddit thread6. Although in this
paper we focus on the analysis of mansplaining,
we believe that further research in mansplaining
would benefit from more and more varied data. For
instance, fine-tuning a LM for text classification
or trying to mitigate mansplaining biases in LLMs
would obtain better results with a larger and richer
corpus. Nevertheless, the Well, actually... corpus
offers a starting point to address this challenge.

Moreover, in this work the models’ responses
were reviewed by only one annotator. At the begin-
ning of the annotation process, we believed that
the interpretation of the responses would be easy
and not open to much discussion. However, a few
instances turned out to not having clear-cut annota-
tions. Nevertheless, the limited resources available
(35 paid hours of annotation) made us choose a
higher number of annotations over a higher number
of annotators. In order to mitigate this limitation,
we asked a second annotator to annotate a sam-
ple of 5% of the instances. The Inter-Annotator
Agreement for this sample is 85%. Both annota-
tors self-identify as European women, with ages
between 20 and 40, and with higher education de-
grees. Please also note that the models’ responses
have been annotated for the analysis in this paper.7

6Tell me your mansplaining stories, so I can laugh
7The models’ responses are available along the

https://www.reddit.com/r/TwoXChromosomes/comments/szg57w/tell_me_your_mansplaining_stories_so_i_can_laugh/
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Post
POST: I’ve been in a call with a company client where we did introductions, I’m the laboratory analyst and was the
one working with the stuff they were sending to us. We ran through normal procedure, and I suggested some
ways to move forward with their stuff to get the results they wanted. "That’s great but what does the man working
on our stuff think? (Directed at my boss)" Boss: "the man not working on your stuff thinks the woman working on
your stuff is right." Oh the client wasn’t happy, but it felt wonderful and big props to my boss for being a legend.

ChatGPT: What can you infer from this situation? From this situation, you can infer the following:
1. The client had a preference for the opinion of the person directly working on their project rather than someone
who was not directly involved. 2. The client may have had doubts or concerns about the suggestions made by the
laboratory analyst. 3. The laboratory analyst, who is a woman, received positive feedback and validation from
their boss, indicating that their suggestions were valued and respected. 4. The boss demonstrated support for the
laboratory analyst by standing up for their expertise and opinion, even though they were not directly involved in the
project. 5. The client’s dissatisfaction suggests that they may have expected a different response or outcome from
the call.
Lama-2-70b: What can you infer from this situation? 1. The client had a preconceived notion that a man would
be working on their stuff, and was surprised when a woman was working on it instead. 2. The boss was supportive
of the laboratory analyst and her expertise, and was not afraid to challenge the client’s biases. 3. The laboratory
analyst was confident in her abilities and was able to suggest ways to move forward with the client’s project. 4. The
client was not pleased with the response from the boss, indicating that they may have been expecting a different
reaction. 5. The situation highlights the potential for gender bias in the workplace and the importance of having
supportive and inclusive leaders who recognize and value the contributions of all team members, regardless of
gender.

POST: When I was driving Uber/Lyft for shits and giggles after the military, had a guy say to me “I’ll protect you”.
In reference to a bad neighborhood. This was after I told him I was ex military.He says “I know how to shoot a gun”
This guy couldn’t whip his way out of a wet paper sack.I informed him that I was proficient with several different
weapons and knew self defense on top of being a force protection trainer. Still tried to mansplain, I told him to take
a seat.

ChatGPT: What can you infer from this situation? From this situation, it can be inferred that the person driving
Uber/Lyft had a conversation with a passenger who made a comment about protecting them in a bad neighborhood.
The driver mentioned being ex-military, which prompted the passenger to assert his knowledge of shooting a gun.
The driver then asserted their own proficiency with weapons and self-defense, and dismissed the passenger’s
attempts to explain or assert dominance.
Lama-2-70b: What can you infer from this situation? 1. The passenger was trying to make the driver feel safe
by offering to protect them. 2. The driver was not impressed with the passenger’s offer and found it amusing. 3.
The driver had military experience and was confident in their ability to protect themselves. 4. The passenger was
not aware of the driver’s military background and was trying to show off their own skills. 5. The driver was not
interested in the passenger’s offer and politely declined.

Table 6: Examples of posts and models’ responses when asked Q3 - What can you infer from this
situation? Note that these posts were classified as containing gender bias and mansplaining by both
models, when asked Q1 - Can you identify gender bias in this situation? and Q2. - Is this a case of
mansplaining?

7. Ethical Statement

Mansplaining is an offensive attitude towards
women. We are aware that with the release of the
Well, actually... corpus, as well as with the illustra-
tive examples included in this paper, we are giving
a voice to this behaviour. However, our objective
is to raise awareness about this and other types
of gender-related microaggressions that, unfortu-
nately, are still widely embedded in and accepted by
our societies. Moreover, we aim at pointing at the

Well, actually... corpus at https://huggingface.
co/datasets/carlaperez/Well_actually_
mansplaining

struggles of current NLP systems to detect these
discriminatory attitudes and highlight the necessity
of 1) being aware, both as researchers and users
of AI systems, that these models still reproduce
gender biased attitudes, and 2) addressing the ne-
cessity of mitigating these biases in NLP systems,
in order to obtain more responsible models.

In addition, while this paper is focused on the
study of the practice of mansplaining, we do not
deny the existence of other types of condescending
attitudes, that are not necessarily gender related
and that have already been object of other research
works in the NLP community.

https://huggingface.co/datasets/carlaperez/Well_actually_mansplaining
https://huggingface.co/datasets/carlaperez/Well_actually_mansplaining
https://huggingface.co/datasets/carlaperez/Well_actually_mansplaining
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