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Abstract
We present the acquisition process and the data of DGS-Fabeln-1, a parallel corpus of German text and videos
containing German fairy tales interpreted into the German Sign Language (DGS) by a native DGS signer. The
corpus contains 573 segments of videos with a total duration of 1 hour and 32 minutes, corresponding with 1428
written sentences. It is the first corpus of semi-naturally expressed DGS that has been filmed from 7 angles,
and one of the few sign language (SL) corpora globally which have been filmed from more than 3 angles and
where the listener has been simultaneously filmed. The corpus aims at aiding research at SL linguistics, SL
machine translation and affective computing, and is freely available for research purposes at the following address:
https://doi.org/10.5281/zenodo.10822097.
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1. Introduction
In the realm of machine translation (MT), sign lan-
guage (SL) translation is recognized as a “diffi-
cult task”, much harder than text-to-text transla-
tion. Since SLT still represents a low-resource
scenario (De Coster et al., 2023), the translation
quality in generic domains is very low (Müller et al.,
2022, 2023; Zhu et al., 2023). Despite the attempt
to involve the sign language communities in the
collection of data, as for example of the Ameri-
can Sign Language (Joze and Koller, 2019; De-
sai et al., 2023), parallel corpora of sign languages
and text/speech are still scarce (Kopf et al., 2022)
as compared to the ones between spoken lan-
guages.
Parallel corpora are of interest for computer sci-
entists to train and evaluate machine translation
systems, as well as for linguists, to deepen the
understanding of a relatively new language struc-
ture: two communities that have been criticized for
a lack of collaboration (Börstell, 2023; Fox et al.,
2023).
The disjoint research effort between sign-
language linguists and machine-learning scien-
tists reflects in the nature of the few corpora
available for DGS (Deutsche Gebärdensprache;
German Sign Language). Corpora appreciated
by the former scientist group, are not appreciated
by the latter, and vice versa. For example, the
most used corpus for training machine transla-
tion systems between German and DGS, the
RWTH-PHOENIX corpus (Camgöz et al., 2018),
is a ready-to-use collection of short sentences

of a single domain (weather forecast). However,
linguists criticize it for the unnatural signing style
(communication to a camera) and its questionable
interpretation quality (Müller et al., 2022). Vice
versa, the most popular corpus for DGS, the
Public DGS corpus (Hanke et al., 2020), has been
conceived for natural conversation, on different
topics, with a variety of elicitation tasks. However,
computer scientists have many difficulties in
using it for training MT engines (e.g. Zhu et al.,
2023), because of the highly informal way of
conversing, wide variance in dialects, and high
variety of conversation topics, which leads to a
large vocabulary with few occurrences.

This paper focuses on DGS and presents the ac-
quisition procedure and the data ofDGS-Fabeln-1;
a parallel corpus of videos narrating German fairy
tales interpreted into DGS. The corpus, apart from
obvious pedagogical uses related to the fairy tales,
has been created with the aim to fulfil the require-
ments of both research communities, according to
the following criteria:

First, the recorded signer is signing frontally
while standing, directed to a “virtual camera”.
This is needed by computer scientists because it
is implicitly desired when building a system aiming
at creating virtual signers for very specific, highly
controlled circumstances, like public announce-
ments or news, where signers sign to a camera.

Second, despite the signing being mono-
directional, the signer is directed to a humanwho
is known to understand the SL. This increases
the naturalness of the signing at the small cost

https://doi.org/10.5281/zenodo.10822097
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of creating a slight offset between the signer
eye-gaze direction with respect to the camera.
Third, the whole dataset is performed by a single
signer. This can be seen as a limitation, both in
terms of variety of signing style (for linguists) and
variance to support generalization (for computer
scientists). However, for the latter category, hav-
ing long footage with a singe signer allows build-
ing a generation system with coherent aesthetics
(e.g., when using GAN-based approaches; Saun-
ders et al., 2021, 2022) and behaviour (for motion
synthesis; Ventura et al., 2020; Brock et al., 2020;
Nguyen et al., 2021).
Fourth, we use a novel capture setup consisting of
eight synchronized videos: seven different an-
gles for the signer plus one framing the listener.
This fulfils the requests of researchers who ask
for side-view recordings in order to better analyse
hand and body movement relatively to their posi-
tion. The multiple points of view allow computer vi-
sion and computer graphics experts to experiment
with video interpolation techniques for transferring
the recorded motion from the video signal to high-
precision 3D avatar animation data. For example,
see (Michoud et al., 2007; Alldieck et al., 2018).
Finally, for affective analysis, the corpus provides
a backchannel video framing the listener of the
tales. This gives the opportunity for further stud-
ies analysing the way SL enacts communicative
emotions.
Due to its limited size, this corpus is not sufficient
as unique source for training MT engines. How-
ever, we envision several possible usage scenar-
ios:
• high-quality test set for engines trained on
other big-sized DGS corpora;

• train or test data for the reconstruction of
skeletal motion (specifically for the challeng-
ing case of sign language);

• analysis of the correlations between the story
plot and the back-channeling behaviour (e.g.,
emotion conveyed by the story vs. recipient’s
facial expression).

In any case, DGS-Fabeln-1 represents the first of
a series and meanwhile it aims at defining a new
methodology for the creation of future corpora fea-
turing the needs of both linguists and computer sci-
entists.

2. Related Work
Despite the numerous and often very elaborate ef-
forts to create datasets for SLs, these are by far
inferior to the number of SLs, and the overall cov-
erage of domains is scarce. They have neverthe-
less been valuable, as they have allowed for initiat-
ing research in several directions. In this section,
we attempt to describe similar efforts and compare

and contrast DGS-Fabeln-1 with prior work.

2.1. Dataset categorization
A SL dataset can be categorized based on sev-
eral technical or content-related characteristics. A
first categorization refers to the continuity of the
content, distinguishing among the fingerspelling
datasets (Dreuw et al., 2006; Shi et al., 2019), the
ones with isolated signs (e.g. Athitsos et al., 2008;
Mesch and Wallin, 2012) and the ones with con-
tinuous SL (e.g. Albanie et al., 2020, 2021), where
our corpus is included.
Secondly, a basic categorization of continuous SL
corpora is drawn based on how the data has
been collected. Here, we find the corpora whose
content has been expressed:
1. first in a SL and then translated into text (e.g.

Hanke et al., 2020),
2. first in a spoken language and then inter-

preted into a SL for the corpus creation pur-
poses (e.g. Sisto et al., 2023) and

3. first in a spoken language with simultaneous
SL interpretation for third use (e.g., parlia-
ment talks or TV broadcasts), and then uti-
lized as a corpus (e.g. McGill and Saggion,
2023; Camgöz et al., 2021).

This categorization also orders the corpora with
regard to their value from a linguistic perspective
and the quality of parallel data. Whereas cor-
pora of the first category are of a higher quality,
their collection is more demanding, and therefore
it is harder to collect big quantities. On the con-
trary, the latter category may result into larger cor-
pora which are suitable for data-demanding com-
putational processes but whose linguistic validity
may be very low. Our corpus falls in category 2,
containing semi-natural SL expression, while in-
terpreting known content which had been previ-
ously documented in written form of the spoken
language.
The Institute of German SL and Communication of
the Deaf in Hamburg has recently curated a com-
pendium of available SL corpora and resources
(Kopf et al., 2022)1 and set the minimum require-
ments for including a corpus there, specifying
that it should contain (semi-)spontaneous signing
by native (L1) speakers, provide transcriptions or
translations for at least some of its content and
contain at least 10 hours of SL recordings. We
provide the original texts and intend to expand our
corpus in future iterations to fulfil the last require-
ment. Regarding spontaneity, we provide a semi-
spontaneous dataset where, even if the signing
was driven by the text, the signer was asked to fol-
low the guidelines described later in section 3.3.

1https://www.sign-lang.uni-hamburg.de/lr/
compendium/

https://www.sign-lang.uni-hamburg.de/lr/compendium/
https://www.sign-lang.uni-hamburg.de/lr/compendium/
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2.2. Multiple recording angles
Despite the importance of multiple recording an-
gles, only a small amount of SLs corpora have ac-
counted for this (Crasborn and Zwitserlood, 2008;
Dreuw et al., 2008; Duarte et al., 2021; Ko et al.,
2019; Matthes et al., 2012; Neidle and Vogler,
2012). Our corpus is one of the few offering
more than 3 angles, along with How2Sign for ASL
(Duarte et al., 2021), and the first corpus of DGS
which is recorded from 7 different angles.

2.3. Corpora for the DGS
Only a handful of prior corpora have included con-
tent in DGS: the Vidi Sign Space (Aslı Özyürek, UZ
et al., 2009), the ECHO (Nonhebel et al., 2004),
the DictaSign (Matthes et al., 2012), the RWTH-
PHOENIX-Weather 2014T (further mentioned as
PHOENIX; Camgöz et al., 2018) and the Public
DGS Corpus (Hanke et al., 2020). We provide de-
tails on the two latter, since they have been the
most influential in SL research.
The RWTH-PHOENIX-Weather 2014T dataset
(Camgöz et al., 2018) contains about 11 hours
of videos of German TV weather broadcasts in-
terpreted into DGS, aligned with transcriptions of
spoken German into German text and DGS signs
to glosses. Despite the limitations mentioned in
Section 1, its test set has become a de facto eval-
uation for MT systems translating between DGS
and German text. The Public DGS Corpus (DGS
in our tables) (Hanke et al., 2020) contains a col-
lection of dialogues between native signers of Ger-
man Sign Language (∼50 hours). It includes the
translation into German, lemmatisation, annota-
tion of mouthing and mouth gestures and a de-
tailed gloss annotation scheme. Also, relevant are
the two corpora of Swiss German Sign Language
DSGS, parallelized with German text, released by
the Shared Task of Sign Language Translation of
the Seventh and Eighth Conference of Machine
Translation (Müller et al., 2022, 2023). The char-
acteristics of the above corpora which have a tran-
scription in German will be compared with ours in
Section 4.3.
Finally, previous linguistic research on the linguis-
tic phenomena of perspective taking and role shift
of DGS has been conducted on Aesop fables (Her-
rmann and Pendzich, 2018), which highlights the
special linguistic characteristics of this genre.

3. Corpus creation
3.1. Personnel
The recording procedure involved three persons:
a Signer, a Director, and a software Operator.
The Signer was selected following three criteria.
First, a deaf person fully immersed in the deaf cul-
ture. Second, someone with Sign Language as

first native language, meaning that they grew up
talking German sign language with their parents.
Third, an expressive signer: needed for our goal
of capturing emotional expressiveness in German
sign language. After a consultation with a sign lan-
guage teacher working at the Saarland University
(language centre), we contacted and hired a na-
tive speaker, deaf in her third generation, with a
strong interest in signing fairy tales for children.
The Director was a MSc degree student of Psy-
chology with a B1 qualification in DGS. She could
communicate with the Signer and act as transla-
tor between other researchers and the Operator.
The Operator was not qualified for DGS, but was
the main developer of the recording software, thus
able to monitor for malfunctions and improve the
software during the recording period according to
the emerging needs.

3.2. Material preparation
The topic of fairy tales is selected as a reasonable
candidate to form a corpus with relatively simple
vocabulary, enough emotional content for an ex-
pressive SL performance and as a source of learn-
ing material for deaf children.
The selection of the material was conducted after
surveying both existing scientific corpora and other
free-of-use material available online.
Following these considerations, we opt for the col-
lection of fairy tales available online at the NDR
German national television broadcaster2. The
right for using such material for non-profit scientific
research was ensured after directly contacting a
NDR representative. This repository features fairy
tales that, in addition to the DGS video recordings,
come together with pre-formatted text and audio
narrative, thus giving potentially the possibility to
create a three-way parallel corpus between text,
video, and audio (after proper segmentation).
Initially, the idea was to use the existing videos
as reference for the interpretation, and re-enact
the existing videos with our video capturing sys-
tem. However, after a first consultation with the
Signer, it was clear that this would have been im-
possible without sacrificing the naturalness of the
signing. At the end, the existing videos were used
as reference only when the Signer and the Director
were doubtful about some interpretation choices.
This resulting in effectively having two alternative
frontal videos of the DGS interpretation for the
same source text.
The source text was divided in “segments” by the
Director, prior to a recording. The definition of a

2https://www.ndr.de/fernsehen/
barrierefreie_angebote/gebaerdensprache/
Maerchen-in-Leichter-Sprache-und-Gebaerdensprache,
maerchengebaerden100.html

https://www.ndr.de/fernsehen/barrierefreie_angebote/gebaerdensprache/Maerchen-in-Leichter-Sprache-und-Gebaerdensprache,maerchengebaerden100.html
https://www.ndr.de/fernsehen/barrierefreie_angebote/gebaerdensprache/Maerchen-in-Leichter-Sprache-und-Gebaerdensprache,maerchengebaerden100.html
https://www.ndr.de/fernsehen/barrierefreie_angebote/gebaerdensprache/Maerchen-in-Leichter-Sprache-und-Gebaerdensprache,maerchengebaerden100.html
https://www.ndr.de/fernsehen/barrierefreie_angebote/gebaerdensprache/Maerchen-in-Leichter-Sprache-und-Gebaerdensprache,maerchengebaerden100.html
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segment, which can correspond to more than one
written sentence, followed two principles. First,
limit the need to refer to entities of previous seg-
ments (i.e., pronouns should refer only to entities
in the same segment). Second, keep the seg-
ment short enough to be memorized and inter-
preted with reasonable low effort. However, on-
the-fly-adjustments were made during the record-
ing, e.g., when a segment resulted being too long
to be recorded with a single take without mistakes.

3.3. Interpretation guidelines
The Signer and the Director, also with the advice of
MT experts, worked together to establish a set of
guidelines driving the interpretation process. Four
major guidelines were identified:
1. Similarly to how German spoken language is
increasingly incorporating English words, interna-
tional signs are increasingly found in DGS, mainly
used by young people. For this corpus, we de-
cided to conform to DGS vocabulary.
2. As the Signer grew up learning two different
DGS variants, she was asked to be consistent and
try to use only one of them, preferably the most
popular in Germany.
3. When more than one signs were good can-
didates to translate a German word, the Signer
limited herself to one possible translation for
these words and uses the same sign consistently
throughout all fairy tales.
4. Finally, there was an effort to find a balance be-
tween incorporating signs and preforming a word-
for-word translation that stays close to the origi-
nal text. For example, DGS often uses incorpo-
ration to compress signs and shorten the transla-
tion. Another example is that signers often use
INDEX signs to refer to previously mentioned peo-
ple, objects or places. This concept can be com-
pared to replacing nouns with pronouns in spoken
languages. The Signer often did this instinctively,
even if the original noun was used repeatedly in
the text. In this case, the Signer was asked to stick
to the text by signing again and again the original
noun. The goal being to keep each segment as
much as possible decontextualized (i.e., indepen-
dent of entities introduced in previous segments),
thus helping the SLT translation systems, which
are at the moment unable to model broad SL con-
text, in building an association between words and
their most naturally corresponding signs, rather
than to the INDEX signs. Nevertheless, the Signer
had to make sure for every situation that she could
follow the guidelines without damaging the natural-
ness and integrity of DGS.

3.4. Recording setup
The recording devices are eight Samsung S9
tablets. As shown in figures 1 and 2, one tablet

Figure 1: The recording setup from the point of
view of the Director.

frames the Signer frontally. Six other tablets frame
the Signer at 30, 60 and 90 degrees on both sides.
Finally, an eighth tablet is positioned over the head
of the Signer to frame the Director, who is back-
channelling while watching the sign performance.
Every device was placed at a distance of 2 meters
from the Signer. All devices recorded at Full HD
resolution (1920x1080) and a frequency of 30 Hz.
The video recordings have been conducted us-
ing a customized version of the RecSync software
(Akhmetyanov et al., 2021), which allows synchro-
nizing the camera of multiple Android devices con-
nected only through a Wi-Fi network and record
parallel videos with a shooting discrepancy be-
low 1 millisecond: enough precision to catch, si-
multaneously, the moment of a photo flash. In
so doing, the several recordings are synchronized
at frame-level, even when it concerns the fastest
hand movements or eye blinks. As an example,
figure 3 shows frame number 199 of Segment 1
from the tale Frau Holle.
The setup is completed by: i) one laptop used by
the Operator to coordinate the camera devices, ii)
a second laptop used to show to the Signer the text
of the segment to be enacted (and optionally the
existing SL video from NDR), and iii) a big screen
to show to the Signer a preview of the last captured
video.
The recording software, called RecSyncNG, com-
posed by an Android application and a desktop ap-
plication acting as remote controller, is available
as open source project3.

3.5. Recording procedure
The creation of the corpus is a rather exhausting
task. Hence, recording days were organized in
two sessions: 2 hours in the morning and 2 more
hours in the afternoon, with about 1 hour break in
between. Each session of 2 hours was meant to
be split in 45 minutes work and 15 minutes pause,
but exceptions were often applied according to the

3https://github.com/DFKI-SignLanguage/
RecSyncNG

https://github.com/DFKI-SignLanguage/RecSyncNG
https://github.com/DFKI-SignLanguage/RecSyncNG
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Figure 2: A 180 degrees panoramic view of the recording setup from the point of view from the Signer.
The Director sits just behind the frontal camera. The Operator sits at the table next to the Director.

Figure 3: Left: a still collage from the 7 videos, framing the Signer. Right: the corresponding frame of
the back-channel video.

tiredness of the Signer or the “flow” of the record-
ing: it was often preferred to finish a narrative sec-
tion before having a break.

The Director, the Signer, and the Operator coordi-
nated each other following a methodology inspired
from movie production, adapted also to allow for
the coordination between the non-signing Opera-
tor and the deaf Signer:

1. Director: prepares a new segment on screen.
2. Operator: sets the segment number and the

take number on the recording software.
3. Director: nods to the Signer to get ready.
4. Signer: rehearses and confirms to be ready.
5. Director: says “Camera” + nods to the Oper-

ator (asks for recording to start).
6. Operator: says “Yes” (confirms recording has

started).
7. Director: says “Action!” + nods and points to

the Signer.
8. Signer: performs the segment. Might in-

terrupt the interpretation, communicating that
the performance was not good.

9. Director: says “Stop!”, followed by “good” or
by “again” (i.e., another take is needed).

10. Operator: stops recording. If the Director
said “again”, increase the take number and go
back to step 3. Otherwise continue.

11. Operator: downloads the videos from the

recording devices and shows the Front video
to the Signer.

12. Signer and Director discuss the quality of the
performance.

13. Signer: confirms that take was good (signs
“OK”), or ask for a new take (signs “again”).

14. Director: speaks out the decision of the
Signer (to double-check with the Operator).

15. Repeat from step 1 (new segment) or 2 (new
take).

If any technical problem occurs, the Operator asks
to interrupt the recordings until it is fixed.
The seven tales of DGS-Fabeln-1 were recorded
in 8 days of work, recording every tale in one single
day, except for the longest one, Scnheewittchen
(=Snow White) that spanned over two days.
The duration of a take cycle was varying a lot ac-
cording to the time needed by the Director and the
Signer to discuss the strategy of interpretation and
some choices about the sign to use when more
synonyms were available (steps 4 and 12). The
discussion time could range from a few seconds to
a few minutes when, for example, the Signer de-
cided to watch the reference NDR videos before
taking a final choice.

3.6. Content structure
An overview of the corpus statistics is shown in
Table 1. The corpus consists of 7 fairy tales, each
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ID Full name Date Segments Frames Minutes Dropped
Frames

Missing
Videos

1 Der Hase und der Igel 23.05.23 37 11365 6 6,83% 50
2 Frau Holle 26.05.23 77 26100 15 6,73% 16
3 Der Wolf und die 7 Geißlein 31.05.23 73 22091 12 6,71% 2
4 Schneewitchen 06.06.23 150 42025 23 6,61% 13
5 Hänsel und Gretel 15.06.23 92 26482 15 7,23% 0
6 Dornröschen 04.07.23 63 16787 9 5,09% 8
7 Die Bremer Stadtmusikanten 06.07.23 81 20824 12 5,03% 2

573 165674 92 6,40% 91

Table 1: Summary of the DGS-Fabeln-1 corpus content.

divided in segments (between 37 and 149). The
whole corpus features 573 segments, for a total of
about 92 minutes of recording, hence averaging
9.6 seconds per segment.
Due to technical failures, 92 out of 4584 videos
(573 segments per 8 cameras) could not be prop-
erly saved. Only two segments miss all video ma-
terial, due to human errors.
As Android camera devices typically perform
frame dropping (when unable to shoot or store a
frame correctly), all synchronized videos present
intermittent, irregular black frames. For this rea-
son, each video is accompanied by a CSV file
with two columns: i) a timestamp, in nanoseconds,
when the frame was shot, and ii) a flag indicating
if the frame is taken from the Original recorded
video or a Generated black frame. On average,
we measured a 6.40% of frame dropping over the
whole corpus. All videos contain the same number
of frames and are verified to be synchronized with
<10 ms precision, allowing for full body skeletal
motion reconstruction via dedicated software (e.g.,
http://freemocap.org).
Finally, an additional frontal video, as originally
recorded with the Android device without the syn-
chronization, is included as per request by lin-
guists, because the flashing black frames present
in Front.mp4 disturb the evaluation and annotation
processes.
Each fairy tale is distributed as a main folder con-
taining all the segments. Each segment is con-
tained in a folder with all the videos and CSV files.
For each tale, an additional CSV file contains the
list of recorded segments and the original text used
by the Signer.

3.7. Productivity
With a total of 573 segments, 9598 words, and
8595 glosses, the average recording productiv-
ity was almost 18 segments/hour, 300 words/hour
and 270 glosses/hour. Considering the lower pace
at the beginning of the recordings, because of soft-
ware tuning, hardware checks, and coordination

Figure 4: Example of annotation with ELAN.

warm-up, such values can be considered as a
lower bound.

4. Corpus Analysis
4.1. German Sign Language
The recorded DGS-Signed Videos were anno-
tated with glosses using the annotation tool ELAN
(archive.mpi.nl/tla). Figure 4 shows a screen-
shot.
For glossing the manual parts of the sign lan-
guage, we used the conventions for annotation of
the DGS-Korpus (Konrad et al., 2022). We also
use the same glosses for the same signs, as long
as they have the same signs (e.g. “FEE*” (fairy)
does not appear in the open DGS Corpus). The
decision was made to have later the possibility to
compare both corpora.
Each sequence was separately annotated. The
annotated DGS sequences are unrelated to the
spoken or written segments. That means, some-
times the DGS sequences have three sentences,
even if the written text shows just one or two.
For this first annotation, we only annotated the
manual SL elements after the signs. Annotation
of non-manuals is reserved for future work.

4.2. German Spoken Language
The natural language part of the corpus is aligned
at segment level with the videos. Each segment

http://freemocap.org
archive.mpi.nl/tla
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Fab1 Fab2 Fab3 Fab4 Fab5 Fab6 Fab7 all

# segments 37 77 73 150 92 63 81 573
# sentences 126 266 207 333 196 130 179 1437
# tokens 1011 2059 1532 2751 1682 1023 1421 11479
# words (w/o punct&num) 848 1746 1265 2304 1442 847 1198 9650
# types 231 329 282 422 325 244 283 1045
sentence length (words) 8.0 7.7 7.4 8.3 8.6 7.9 7.9 8.0
word length (characters) 4.3 4.5 4.9 5.1 4.6 4.9 4.4 4.7

% function words 49.9 47.6 46.3 46.2 46.1 46.8 50.7 47.4
% hapax legomena 13.3 7.1 9.9 7.7 10.5 14.0 10.6 4.0
TTR 27.2 18.8 22.3 18.3 22.5 28.8 23.6 10.8
Entropy (words) 6.7 7.1 6.8 7.2 7.0 6.9 7.0 8.1
Yule K (words) 220.7 172.8 214.0 185.2 198.9 160.4 177.9 121.4

% short words (<4chars) 40.0 36.6 39.4 37.5 35.6 37.5 40.7 37.9
% words > 2 syllables 4.4 4.8 11.1 14.0 3.9 12.5 4.3 8.3
Flesch Reading Ease 94.1 89.9 85.3 82.5 85.8 84.7 93.5 87.4
Wiener Sachtextformel 1.3 1.6 3.4 5.4 3.5 4.6 1.6 3.3

Table 2: Statistics and complexity of the textual part of the 7 fairly tales of DGS-Fabeln-1.

contains one or more sentences, with an average
of 2.5 sentences per segment and 8 words per
sentence. The complete statistics per fairly tale
are summarized in Table 2. The first block of the
table shows the basic statistics,4 the second and
third ones report on metrics related to text com-
plexity: richness and readability respectively.
Large type-token ratios (TTR) and the abundance
of hapax legomena (words that only appear once
in a text) indicate rich texts where the author uses
a varied vocabulary. But large values can be
an artefact of short texts, as seen with the fact
that both of them diminish significantly when we
consider the full set of tales. Shannon’s entropy
(Shannon, 1948) and specially Yule’s K (Yule,
1944) are close to constant measures that con-
verge after a certain amount of text. Low en-
tropy and high Ks as seen in the table imply low
complexity. The same trend is observed with the
readability measures Flesch reading ease (Kin-
caid et al., 1975) with its adaptation to Ger-
man (Amstad, 1978) and the first Wiener Sach-
textformel (Schulz, 1985) specifically designed for
German. The first one, FRE, scales between 0
and 100 going from difficult to easy. The sec-
ond one, WSTF, with no hard limits, usually goes
between 4 and 15 from easy to difficult, roughly
reproducing the Austrian/German grade levels (a
text with WSTF=x would be adequate for the xth
grade). According to all the metrics, Schnee-
witchen (=SnowWhite, Fab4) is the most complex
fairy tale (also the longest one) and Der Hase und
der Igel (=The Hare and the Hedgehog, Fab1) the
easiest (also the shortest one).

4Sentence splitting has been done manually, and we
used Moses tokenizer (Koehn et al., 2007) for further
processing.

4.3. Comparison to other parallel
corpora

Several corpora are used for research in DGS
(Section 2). Well studied are the Phoenix 5 and
the Public DGS Corpus (DGS). More recently, two
editions of the shared task in SL translation have
released training and testing data (Swiss German
Sign Language corresponding with German text),
SLT22 and SLT23. In Table 3, we show the com-
parison of all the test sets from these corpora
with DGS-Fabeln-1 (Fabeln), and a comparison
test set used to evaluate (textual) MT into Ger-
man, the WMT22 test set. DGS-Fabeln-1 has a
similar length to Phoenix, SLT22 and SLT23 in
number of segments, but doubles or triples the
other ones when the number of sentences are
considered. Both DGS and WMT22 are signifi-
cantly larger. Notice that DGS-Fabeln-1 is similar
to the DGS corpus regarding sentence and word
lengths. However, Yule-K, FRE and WSTF show
that the text in DGS-Fabeln-1 is much more sim-
ple. SLT22, SLT23 andWMT22 are the most com-
plex datasets, and this can explain in part the low
performance of SLT in the SL shared tasks per-
formed at WMT. The status of current SLT tech-
nology is not ready to tackle translation tasks at
the same level as text-to-text translation.

5. Conclusion
In this paper, we described the motivation and the
procedure used for creating DGS-Fabeln-1, a par-

5Notice that the Phoenix corpus is available in its
lowercased version. In order to restore the original
capitalisation, we trained a recaser using the Moses
scripts (Koehn et al., 2007) on the German Wikipedia
dump from May 2020 extracted with Wikitailor (España-
Bonet et al., 2023).
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Fabeln DGS Phoenix SLT22 SLT23 WMT22

# segments 573 5113 642 488 496 19856
# sentences 1437 5113 642 488 496 19856
# tokens 11479 53537 8458 6712 5992 304004
# words (w/o punct&num) 9650 44609 7816 5731 5149 259585
# types 1045 4894 1001 2040 2080 46058
sentence length (words) 8.0 10.5 13.2 13.8 12.1 15.3
word length (characters) 4.7 4.8 5.3 5.7 5.8 5.9

% function words 47.4 57.8 50.1 45.9 47.2 44.3
% hapax legomena 4.0 5.8 5.3 24.0 29.9 11.8
TTR 10.8 11.0 12.8 35.6 40.4 17.7
Entropy (words) 8.1 9.1 8.2 9.5 9.5 11.4
Yule K (words) 121.4 78.1 87.4 56.4 54.1 47.3

% short words (<4chars) 37.9 40.4 34.2 34.0 33.3 34.2
% words > 2 syllables 8.3 12.7 15.9 23.1 22.8 24.7
Flesch Reading Ease 87.3 79.2 69.0 58.5 58.3 52.1
Wiener Sachtextformel 3.3 4.9 4.9 9.3 8.9 10.1

Table 3: Stylistic comparison of DGS-Fabeln-1 (Fabeln) with respect to other parallel corpora in German.

allel corpus between text and SL videos. We claim
that this corpus comes with all the features needed
to be “appreciated” by both linguists and computa-
tional linguists. For linguists, the corpus features
a native signer that is motivated by an active lis-
tener. For computer vision scientists, the corpus
features a well-structured format, accompanied by
annotations, and offers the possibility to test SL
recognition from multiple points of view. The low
complexity of the content, as well the intentional
reduction of broad SL context anaphora, makes
it more friendly to the infant algorithms for MT of
SLs. An additional back-channeling video offers
researchers of affective computing the possibility
to explore for correlations between the semantic
content of the tales and the facial reactions of the
listener, thus supporting a deeper understanding
on the communication of emotions in SL.
For the future, we plan to employ the same pro-
cedure, capturing hardware, and software, to re-
record blurry videos and for a new set of fairy tales
and other domains.

6. Limitations
The corpus has been recorded at Full HD resolu-
tion and 30 Hz frequency. Modern devices would
allow recording at least at 4K format and 60 Hz,
but our devices were limited at 30 Hz, and we
tested that recording at 4K resolution would have
increased the frame drop up to 20%.
Due to the lowmaturity of the software and the pro-
cedure, about 2% of the videos were not correctly
recorded, especially in the first tales. However,
both the software settings and the recording pro-
cedure improved from tale to tale, resulting in no
videos missing for tale 5 and only 10 videos miss-
ing for the last two tales.

Another issue present in the first two tales is
the camera sensor aperture and sensitivity, which
were left at their defaults (1/32th sec aperture and
sensitivity 800). This led to blurry videos that,
when the signer’s hands aremoving at high speed,
makes it virtually impossible to automatically rec-
ognize hand fingers. For later tales, the settings
were changed to 1/250th aperture and sensitivity
2000, leading to sharper frames.
The first tales present a Charuco marker at the
back of the signer: the intent being to give the
possibility for relative camera localization during
video post-processing and skeletal reconstruction.
Unfortunately, we could test the efficacy of the
marker only after the finalization of the first tales,
and we recognized problems due to excessive oc-
clusion and light reflections. The last tales present
a more robust setting, featuring 4 Aruco markers
positioned at the sides of the signer (see figure 4).
Finally, the most evident artefact is a continuous
autofocus of all the devices, which adjusts the
focal length while the signer signs. This is due
to a combination of the light conditions and the
high contrast between the light skin of the signer
and her dark dresses. Unfortunately, this be-
haviour could not be controlled before the end of
the recordings, but the software includes now a
manual focus control mechanism that will be em-
ployed in future sessions.

7. Ethics
The people recorded have given informed consent
for the usage of their footage for the corpus pur-
poses. The corpus contains no references to real
persons, so anonymization is not needed. Our in-
stitution works closely with local SL communities
and does their best to ensure the applicability of
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the FAIR and CARE principles.
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