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Abstract

Despite recent successes in natural language processing and computer vision, Transformer faces scalability issues
when processing graphs, e.g., computing the full node-to-node attention on knowledge graphs (KGs) with million
of entities is still infeasible. The existing methods mitigate this problem by considering only the local neighbors,
sacrificing the Transformer’s ability to attend to elements at any distance. This paper proposes a new Transformer
architecture called Dual-Encoding Transformer (DET). DET comprises a structural encoder to aggregate information
from nearby neighbors, and a semantic encoder to seek for semantically relevant nodes. We adopt a semantic
neighbor search approach inspired by multiple sequence alignment (MSA) algorithms used in biological sciences. By
stacking the two encoders alternately, similar to the MSA Transformer for protein representation, our method achieves
superior performance compared to state-of-the-art attention-based methods on complex relational graphs like KGs

and citation networks. Additionally, DET remains competitive for smaller graphs such as molecules.

Keywords: knowledge graph completion, node classification, science for Al, Transformer

1. Introduction

Transformer has become one of the most preva-
lent neural models for natural language processing
(NLP) (Vaswani et al., 2017; Devlin et al., 2019).
The self-attention mechanism leveraged by Trans-
former has also been extended to graph neural net-
works (GNNSs), e.g., GAT (Velickovic et al., 2018)
and its variants (Wu et al., 2019; Sun et al., 2020;
Guo et al., 2020; Chen et al., 2021b; Kim and Oh,
2021; Chen et al., 2022; Bi et al., 2022). Neverthe-
less, these models only consider the near (usually
one-hop) neighbors, which may violate the orig-
inal intention of Transformer that attends to the
elements at distant positions.

Recently, Graphormer (Ying et al., 2021) starts to
leverage the standard Transformer for graph repre-
sentation learning and has achieved superior perfor-
mance on many benchmarks. However, in its sce-
narios of graph property prediction, the datasets are
small graphs (e.g., small molecules). The full node-
to-node attention is inapplicable to large graphs
with millions of connected nodes, such as knowl-
edge graphs (KGs) or citation networks (Bordes
et al., 2013; Chen et al., 2017; Sun et al., 2018;
Guo et al., 2019; Vashishth et al., 2020).

In addition to many self-attention-based methods
considering only local neighbors (Schlichtkrull et al.,
2018; Wu et al., 2019; Ye et al., 2019; Chen et al.,
2021b; Kim and Oh, 2021), some existing works

*Corresponding author

introduce multi-hop (usually 2- or 3-hop) neigh-
bors (Sun et al., 2020; Guo et al., 2020; Zhao et al.,
2021; Chen et al., 2023). They concentrate on the
local information and ignore the useful nodes far
from the node of interest. However, capturing the
remote correlations is one of the most important
characteristics for Transformer.

In this paper, we propose a Dual-Encoding Trans-
former (DET). We consider two types of neighbors,
i.e., structural neighbors and semantic neighbors.
Structural neighbors are the near neighbors lever-
aged by most existing GNNs (Velickovic et al., 2018;
Wang et al., 2018; Sun et al., 2020; Kim and Oh,
2021; Bi et al., 2022), while semantic neighbors
are the non-local nodes that share similarities with
the node of interest in embedding space.

Figure 1 shows the workflow of DET. For struc-
tural encoding, we use the standard Transformer
layer to encode the structural neighbors. For se-
mantic encoding, we use the semantic operator &
to find and encode the semantic neighbors. The
dual encoding ensures both local aggregation and
global connection, and also enables them to benefit
from each other through back propagation.

Our idea of reaching remote neighbors is inspired
by multiple sequence alignment (MSA) Trans-
former (Rao et al., 2021). As illustrated in Figure 2,
MSA Transformer queries the genetic database to
fetch similar proteins as “family members” to the
protein of interest. The difference is that the fam-
ily members in DET (i.e., semantic neighbors) are
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Figure 1: Overview of DET. Structural neighbors are local neighbors connected with the node of interest
on the graph, while semantic neighbors are remote nodes with similar embeddings to the node of interest.
The two encoders focus on encoding different aspects of neighboring information, and thus are capable

of complementing each other.

obtained via self-supervised learning rather than
resorting external tools.

Take Figure 2 as an example, AlphaFold (Jumper
et al.,, 2021) uses the proteins with high MSA
scores as augmented data to predict the 3D struc-
tures. lIts input is not in the form of protein se-
quence but the alignment results produced by the
MSA algorithms (Smith et al., 1981; Altschul et al.,
1990). Specifically, even closely related proteins
may have different lengths, encoding and non-
encoding regions. Different amino acids can be
also replaced with each other safely in certain cir-
cumstances. The alignment algorithms (e.g. Smith-
Waterman (Smith et al., 1981)) aim to find an align-
ment path with maximal score to support the com-
parison between proteins. In the left subfigure,
the result alignments have identical lengths to the
query protein, but some elements in the result se-
quences are different from those in the query se-
quence. They can be insert/delete operations or
other amino acids, and the scores depend on the
substitution matrices like BLOSUM and PAM (Day-
hoff and Eck, 1972; Henikoff and Henikoff, 1992). In
our scenarios, the embeddings are the sequences
to be aligned, and the similar semantics may also
reside at different dimensions. To obtain such align-
ment paths and scores, we choose to estimate the
mutual information rather than dimension-level sim-
ilarity between embeddings.

The proposed DET is capable of achieving
promising results in many GNN tasks: (1) DET
obtains the state-of-the-art performance on en-
tity prediction (a.k.a., KG completion) with com-
plex knowledge graphs as input; (2) It also ob-
tains competitive or better performance than the
best-performing Transformer-based methods in
node classification; (3) For conventional graph
property prediction with small molecules as in-
put, DET outperforms Graphormer (Ying et al.,
2021) on PCQM4M-LSCv1 (Nakata and Shi-
mazaki, 2017) and ZINC (Dwivedi et al., 2020).
The source code and datasets are available at
github.com/zjukg/DET.

MSA Semantic neighbors
o __
Query @rereot [ e[ T ]

Drrrtet
Drrort

Results

NARBERE)

Figure 2: A comparison between MSA and se-
mantic neighbors. The left figure is sliced from
AlphaFold (Jumper et al., 2021). The right figure is
an example from WordNet (Miller, 1995).

2. Related Works

Transformer Self-attention-based neural models,
such as Transformer, have recently become the de
facto choice in NLP, ranging from language model-
ing and machine translation (Vaswani et al., 2017;
Devlin et al., 2019) to question answering (Yang
etal., 2019; Yavuz et al., 2022) and sentiment anal-
ysis (Xu et al., 2019a; Cheng et al., 2021). Without
loss of generality, Transformer has significant ad-
vantages over conventional sequential models like
recurrent neural networks (RNNs) (Williams and
Zipser, 1989; Hochreiter and Schmidhuber, 1997;
Guo et al., 2019) in both scalability and efficiency.

Position embedding is one of the most important
modules to Transformer. Transformer variants in
different fields customize different designs in this
module. For example, ViT and its followers (Doso-
vitskiy et al., 2021; Fan et al., 2021; Han et al.,
2021) sequentially index the patches and encode
the indices as 1D position embeddings. In addition
to the position information, other prior knowledge
can also be injected as attention biases or posi-
tion embeddings into Transformer, which becomes
the key to applying Transformer on graphs (Ahn
et al., 2021; Chen et al., 2021a,b; Dwivedi and
Bresson, 2021; Kreuzer et al., 2021; Ying et al.,
2021; Bi et al., 2022; Chen et al., 2022). For exam-
ple, GT (Dwivedi and Bresson, 2021) replaces the
sinusoidal positional embeddings by the Laplacian
eigenvectors. Graphformer (Ying et al., 2021) and
its followers (Zhao et al., 2021; Chen et al., 2023)
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encodes centrality and shortest path distance into
position embeddings. Relphormer (Bi et al., 2022)
add the edge type (i.e., relation) information of KGs
when encoding entity embeddings.

Non-local GNNs Some existing works also study
how to capture the relationships of node of the
interest to disconnected nodes (Pei et al., 2020;
Yao et al., 2020; Liu et al., 2021; Min et al., 2022).
Specifically, Geom-GCN (Pei et al., 2020) learns
the aggregation purely based on embedding dis-
tance. Non-local-GNNs (Liu et al., 2021) computes
the distance from a virtual node to all other nodes
as a sorting metric to find non-local neighbors. (Yao
et al., 2020; Min et al., 2022) leverage hand-crafted
features to find the useful remote nodes as a com-
plement to the local neighbors. However, most of
them focus only on node classification and perform
worse than the best-performing methods. Also,
they usually do not distinguish between remote
nodes and direct neighbors.

3. Methodology

In this section, we present the details of DET. We
start from the preliminaries and then introduce the
two encoding processes. Finally, we illustrate how
to implement a DET.

3.1.

We first introduce the terminologies and notations
that will be used in the following sections.

Preliminaries

Graph We define agraphas G = (V,€), where
V = {vi,ve,..,v,} is the node set, and & =
{e1,ea,...,en} is the edge set. n and m denote
the number of nodes and edges, respectively. In
practice, different tasks often have more compli-
cated graph structures. For example, molecular
graphs and KGs have edge types (i.e., chemical
bonds and relations). We do not discuss the de-
tails and follow the general setting to process these
specific features (Chen et al., 2021b; Ying et al.,
2021; Bi et al., 2022).

We consider three types of graphs in this pa-
per. Knowledge graphs (KGs) are characterized as
complex relational graphs, typically consisting of
millions of nodes interconnected by thousands of
relationships. The task of KG completion involves
predicting missing entities from a vast set of can-
didate entities, making the modeling of KGs with
Transformers a challenging endeavor. The graphs
employed in node classification are also complex
graphs, albeit with fewer labels and relationship
types compared to KGs. Node classification are
generally simpler than KG completion since the
label space is not large. Molecules are regarded

as small and simple graphs. A single molecule
contains significantly fewer nodes than networks or
KGs, and the types of chemical bonds are also lim-
ited. It is trivial to compute the full attention matrix
on molecular graphs.

GNN and Self-attention Without loss of gener-
ality, we define a GNN as a neural network that
learns a group of weights to aggregate the embed-
dings of the one-hop or multi-hop neighbors for the
node of interest. In this sense, self-attention can be
naturally treated as a GNN model. Let Q € R™"*",
K ¢ R™" vV ¢ R**" denote the query, key, and
value matrices, respectively. In this paper, they
are the same node embedding matrix. h denotes
the hidden layer size. Self-attention calculates the
attention scores as follows:

QK'
Vh
where A € R"*" records the node-to-node atten-

tion scores. We then aggregate the node embed-
dings with the following equation:

A = Softmax( ), (1)

H=AV, 2)

where H ¢ R"*" is the output embedding matrix,
with each row denoting the embedding of a node.

3.2. Structural Encoding

An easy way to extend Transformer on small graphs
is adding a virtual node v, (Devlin et al., 2019) as
the context node connected with all nodes in G.
Then, the output embedding for v. can be regarded
as the embedding of G. For the large graphs like
KGs or networks, we should perform self-attention
only on the local (e.g., one-hop) subgraph G; given
the node of interest v;. Thus, the output embedding
for node v; is

b= >

vi€{v; JUN (v;)

chvj7 (3)

where h$! denotes the output of the structural en-
coder for v;. A.; denotes the attention score from
the context node ¢ to the neighbor v;. We set ¢ =4
in node classification (Zhao et al., 2021; Chen et al.,
2023). N (v;) is the set of local neighbors for v;. We
also accordingly add the centrality, relation type,
or shortest distance path information as special
position embeddings to the encoder (Chen et al.,
2021b; Ying et al., 2021; Zhao et al., 2021).

3.3. Semantic Encoding

The local structural features may be insufficient for
identifying a node. However, if we directly aggre-
gate more-hop nodes, the sheer quantity of avail-
able information will overwhelm the neural network.
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Table 1: The occurrence frequency of entities in
FB15K-237 and WN18RR, in term of hops.

Dataset 3-hop 5-hop

WN18RR 2.7 8.9 30.5 483.8
FB15K-237 20.3 17814 64,7749

1-hop  2-hop

Table 1 summarizes the average frequency of enti-
ties appearing as others’ neighbors in different hops.
We can find that the three- or more-hop neighbors
of a node are shared by many others, which is why
current GNNs rarely consider multi-hop (> 3) neigh-
bors (Sun et al., 2020; Chen et al., 2023). To make
the node of interest more distinguishable to the
classifier, weighting its local neighbors is reason-
able due to their less redundancy. This observation
inspires us to make the first hypothesis:

Hypothesis 1. The local neighbors are the most
informative features to identify and represent the
node of interest.

Recent successes (Jumper et al., 2021; Rao
et al., 2021; Baid et al., 2023) in biological science
demonstrate that using the information provided
by the family members greatly helps the structure
prediction of proteins. Specifically, they leverage ex-
ternal MSA tools to collect the biological sequence
alignments to protein of the interest, which enables
them to capture the protein information within an
evolutionary family.

If we regard the embedding as sequences with
fixed lengths, then the desired remote node should
have similar embeddings to the node of interest.
We have illustrated this idea with Figure 2, where
the semantic encoding finds the family members
by estimating their mutual information rather than
resorting external tools. The similar semantics may
be encoded differently and reside at different di-
mensions. Thus, estimating the mutual information
is more reliable than the dimension-level measure-
ments, such as L1/L2 similarity.

Hypothesis 2. The distant nodes with high mutual
information scores are important features to identify
and represent the node of interest.

Our mutual information density function (van den
Oord et al., 2018; Belghazi et al., 2018) f, : R" x
R" — R can be written as follows:

fs(Vi,Vj) =V; o V]'
= Oé('\A/'z - \A/j)Wl
+ (1= a)vi W, v;, 4)

where © is the mutual information estimator. We
implement it as a combination of two terms with co-
efficient « = 0.1 to control the ratio. The first term
(vi —v;)Wj is L1 distance with learnable weight
W, € R, while the second term v] W,,v; is a
standard mutual information density function with

W, € R the product matrix. v;,v; denote the
copy values of v, and v;, respectively. We also
apply vector and layer normalization in implemen-
tation for stability. Intuitively, the first term weights
the precise match at every dimension, and the sec-
ond term estimates the cross-dimension mutual
information density.

Semantic Neighbor Fetching We seek for the
semantic neighbors by empolying a self-supervised
loss:

Lon(vi) =— E  log(fs(vi,v;j)
st v EN(v;) ( I )
+ E  log(fs(vi,vi)). (5)
v EN T (v;) ( ( ))

where we set N (v;) as the positive example set
that includes the local neighbors of v; plus v; itself,
and N~ (v;) is the negative example set that com-
prises of randomly-sampled distant nodes. The
above loss is different from a typical contrastive
loss or a mutual information maximization loss. We
additionally use the local neighbors as positive ex-
amples. As stated in Hypothesis 1, local neighbors
provide most informative and discriminative fea-
tures. They should have high mutual information
scores to the node of interest. Therefore, desired
semantic neighbors are as important as the local
neighbors (Hypothesis 1) and with high mutual in-
formation scores (Hypothesis 2):

Definition 1 (semantic neighbor). Semantic neigh-
bors are those with high mutual information scores
and not in the local neighbors:

N (v;) = {vjlv; € VN (0:), I(vi,v;) > 6;}, (6)

where I(v;, v,;) denotes our parameterized mu-
tual information score, a normalized version of f,.
9; controls the threshold and can be set according
to different strategies. We choose top-1' candidates
for each node as the semantic neighbors.

Semantic Encoding Now, we introduce how to
encode the semantic neighbors with Transformer.
Although we can leverage the standard dot-product
attention (i.e., Equation (1)) to encode the semantic
neighbor embeddings, our experiment finds that us-
ing the density function f (Equation (4)) to estimate
the attention scores achieves better performance.
It can be viewed as a mix of weighted dot-product
and weighted L1 distance. We denote the corre-
sponding attention score matrix by B € R™"*" and
formulate semantic encoding as follows:

>, Biyv
v; ENSe(v;)

= Y flviv)v;. 7)

v; ENSE(v;)

se _
hi® =
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Figure 3: Example of a two-layer DET. The struc-
tural encoder and semantic encoder are stacked
alternatively and feed with their neighborhood infor-
mation respectively.

where N*¢(v;) denotes the set of semantic neigh-
bors for v;. For efficiency, we only calculate the
attention scores between the semantic neighbors
and node of the interest.

3.4. Dual-encoding Transformer

DET Block We first introduce how to combine the
structural encoding and semantic encoding. Un-
like the existing GNN method (Pei et al., 2020; Yao
et al., 2020; Liu et al., 2021) that concatenate the
output embeddings of different encoding layers, we
build our DET block by stacking the structural en-
coding layer and the semantic encoding layer in an
alternative fashion. As illustrated in Figure 3, DET
block ensures local aggregation and global con-
nection. It starts from a structural encoding layer
whose output embeddings will contain the local
neighborhood information, functioning like encod-
ing the amino acid sequences of proteins. Then,
the following semantic encoding layer will estimate
the importance of the “ family members” by their
local context information. By alternative stacking
these two layers, these two types of encoding lay-
ers can support and enrich each other.

Implementation We illustrate the implementation
of DET by Algorithm 1 and summarize the overall
training process as follows: We first initialize all
parameters of DET. For every few epochs, we draw
semantic neighbors from the top candidates with
high scores. This process can be run in parallel
with the main training procedure to save time. For
each DET block in each mini-batch, we stack a

Algorithm 1 Dual-encoding Transformer

1: Input: the input graph G = (V, &), the main
prediction l0ss Lmain, the DET model M;

2: Initialize all parameters;

3: repeat

4:  Update the semantic neighbors if necessary;

5. for each batch data (X,Y) do

6: H + X;

7 for each DET block (M*f, M*¢) do
8 H + M*'(H) (Equation (3));

9: H + M?*¢(H) (Equation (7));
10: end for

11: L+ Lmain(H,Y) + Len(H);
12 Update the parameters of M;
13:  end for

14: until the loss £ converges;

structural encoder and a semantic encoder and
feed them different types of neighbors. Finally we
jointly minimize the main task loss and semantic
neighbor fetching loss, and update the parameters
of DET via back-propagation.

Computational Cost The design of f, in the se-
mantic encoder is concise and increases only a
small number of parameters. Although fetching the
semantic neighbors needs to iterate all nodes, we
update semantic neighbors every few epochs which
can be in parallel with the main procedure. Hence,
the overall training time remains at the same level
(please see Figure 5 in Section 5.3).

4. Experiment

We conducted extensive experiments to verify the
effectiveness of DET. We are committed to releas-
ing the source code if the paper is accepted.

4.1. KG Completion

Settings We conducted experiments on the KG
completion task. The main target of KG comple-
tion is to predict the subject entity (or object entity)
given an incomplete triple. We evaluated DET on
two benchmark datasets FB15K-237 (Toutanova
and Chen, 2015) and WN18RR (Dettmers et al.,
2018), which are sampled from the real-world
KGs Freebase (Bollacker et al., 2008) and Word-
Net (Miller, 1995), respectively. We chose the best-
performing methods for comparison: the TranskE-
family methods TransE (Bordes et al., 2013), Ro-
tatE (Sun et al.,, 2019), and TuckER (Balaze-
vic et al., 2019); and the GNN-based methods
RGCN (Schlichtkrull et al., 2018), CoKE (Wang
et al., 2019), CompGCN (Vashishth et al., 2020),
and Relphormer (Bi et al., 2022). Specifically,
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Table 2: The entity prediction results on FB15K-237 and WN18RR. The results of the baselines are
extracted from (Bi et al., 2022). The best and second-best results are boldfaced and underlined, respec-

tively. 1: higher is better; |: lower is better. -: unavailable entry.

Model FB15K-237 WN18RR
MRR? MR/ Hits@1t Hits@10t MRRT MR| Hits@1t Hits@101
TransE (Bordes et al., 2013) 310 199 218 495 232 5249 .061 522
RotatE (Sun et al., 2019) 338 177 241 533 476 3,340 428 571
TuckER (Balazevic et al., 2019) 358 - 266 544 470 - 443 526
RGCN (Schlichtkrull et al., 2018) 273 221 182 456 402 2719 345 494
CoKE (Wang et al., 2019) 364 - 272 .549 484 - 450 553
CompGCN (Vashishth etal,, 2020) ~ .355 197 264 535 479 3,533 443 546
Relphormer (Bi et al., 2022) 371 - 314 .481 .495 - 448 .591
DET 376 150 281 .560 507 2,255 465 .585
Table 3: The accuracy results of node classification on five benchmarks.
Model Corat Citeseer? Pumbedt Computert Photo?t
GCN (Kipf and Welling, 2017) 87.334+0.38  79.43+0.26  84.86+0.19  89.65+0.52  92.70+0.20
GraphSage (Hamilton et al., 2017)  86.90+0.94  79.23+0.53  86.19+0.18  90.224+0.15  91.7240.13
GAT (Velickovic et al., 2018) 86.29+0.53  80.13+0.62 84.40+0.05 90.78+0.13  93.8740.11
GT (Dwivedi and Bresson, 2021) 71.8440.62 67.3840.76  82.11+0.39  91.18+0.17  94.74+0.13
SuperGAT (Kim and Oh, 2021) 82.70+0.60  72.50+0.80  81.30+£0.50 77.44+0.26  84.53+0.32
SAN (Kreuzer et al., 2021) 74.0241.01  70.64+0.97 86.2240.43 89.83+0.16  94.86+0.10
Graphormer (Ying et al., 2021) 72.85+0.76  66.21+£0.83  82.76+0.24 OOM 92.74+0.14
Gophormer (Zhao et al., 2021) 87.85+0.10  80.23+0.09  89.40+0.14  90.72+0.24  95.39+0.18
NAGphormer (Chen et al., 2023) 88.15+0.22  80.12+0.23  89.70+0.19  91.22+0.14  95.49+0.11
DET 90.64+0.27 80.14+0.35 89.96+0.20 92.15+0.11  95.81+0.13

CoKE and Relphormer also leverage Transformer
to encode the structural information.

Results The main results are presented in Ta-
ble 2. Itis clear that DET surpassed all the base-
line methods for almost all metrics. Specifically,
the improvement on MR (mean rank) and MRR
(mean reciprocal ranking) was most significant,
which implies that DET learned better embeddings
for all entities, not only for the top ones favored by
Hits@1. Compared with the second-best method
Relphormer, our DET has more significant ad-
vantages over the conventional triple-based meth-
ods, as it completely outperformed these methods
across all metrics and datasets. on almost all met-
rics. We also find that the performance superiority
was more significant on FB15K-237, which is a
more complicated KG (has 237 different relations
and 310, 116 triples) than WN18RR (has only 11
different relations and 93, 003 triples).

4.2. Node Classification

Settings Node classification aims to predict the
labels of nodes in a single graph based on the
node features and their relationships. We evalu-
ated DET on five well-used benchmarks, i.e., Cora,
CiteSeer, PubMed, Amazon Computer, and Ama-
zon Photo (McAuley et al., 2015; Yang et al., 2016).
We selected the following methods for comparison:
the attention-based GAT (Velickovic et al., 2018),

GT (Dwivedi and Bresson, 2021), SuperGAT (Kim
and Oh, 2021), SAN (Kreuzer et al.,, 2021),
Graphormer (Ying et al., 2021), Gophormer (Zhao
et al., 2021) and NAGphormer (Chen et al., 2023);
and the GNN-based GCN (Kipf and Welling, 2017)
and GraphSage (Hamilton et al., 2017).

Results The results are presented in Table 3.
On four of five datasets, DET significantly out-
performed all baseline methods, including the
Transformer-based ones and those considering
multi-hop or non-local nodes. The unanimously
promising results on all datasets empirically veri-
fied the effectiveness of the proposed semantic en-
coding. The performance of DET on Citeseer was
slightly below that of Gophormer (Zhao et al., 2021),
a multi-hop method that adapts Graphormer (Ying
et al., 2021) to node classification. However, we
believe that there is no contradiction to incorporate
Gophormer as the structural encoder into DET to
obtain a more powerful model.

4.3. Graph Property Prediction

Settings Graph property prediction aims to pre-
dict the properties of a set of small graphs. We
evaluated DET on PCQM4M-LSCv1 (Hu et al.,
2021) and ZINC (Dwivedi et al., 2020). The for-
mer is used in the recent Open Graph Benchmark
Large-Scale Challenge, while the latter is a popular
dataset in molecular graph representation learn-
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Table 4: Graph property prediction results on
PCQM4M-LSCv1.

Model #param. train MAE| validate MAE|
GCN (Kipf and Welling, 2017) 2.0M 0.1318 0.1691
GraphSage (Hamilton et al., 2017) - - -
GIN (Xu et al., 2019b) 3.8M 0.1203 0.1537
GT (Dwivedi and Bresson, 2021) 83.2M 0.0955 0.1408
Graphormer (Ying et al., 2021) 47.1M 0.0582 0.1234
DET 47.1M 0.0546 0.1212

Table 5: Graph property prediction results on ZINC.

Model #param. test MAE|
GCN (Kipf and Welling, 2017) 505,079 0.367
GraphSage (Hamilton et al., 2017) 505,341 0.398
GIN (Xu et al., 2019b) 509,549 0.526
GAT (Velickovic et al., 2018) 531,345 0.384
SAN (Kreuzer et al., 2021) 508,577 0.139
GT (Dwivedi and Bresson, 2021) 588,929 0.226
Graphormer (Ying et al., 2021) 489,321 0.122
DET 489,562 0.113

ing. Due to the number of nodes in each graph
(molecule) is very small (usually less than 50), we
directly performed attention operations on each
graph. Therefore, semantic neighbor fetching mod-
ule was removed. The main target of this experi-
ment is to investigate whether semantic encoding
is still helpful when all nodes can easily reach each
other. We set Graphormer (Ying et al., 2021) as our
structural encoder, and also selected the following
methods for comparison: the attention-based meth-
ods GAT (Velickovic et al., 2018), GT (Dwivedi and
Bresson, 2021), and SAN (Kreuzer et al., 2021);
the GNN-based methods GCN (Kipf and Welling,
2017), GraphSage (Hamilton et al., 2017), and
GIN (Xu et al., 2019b).

Results Table 4 and Table 5 summarize the ex-
perimental results measured by mean average er-
ror (MAE) on the two datasets. Due to the inacces-
sibility of the testing data on PCQM4M-LSCv1, we
reported the MAE results on training and validation
sets. Overall, DET outperformed all the baseline
methods on both two datasets. Compared with
Graphormer that encoded only structural informa-
tion, DET had 6.2% and 7.4% MAE decline on

movement (0.47) .tum (0.56)
move into (0.58)
O — chan’ge (0.59)
walk (0.65) e— O structural neighbors

travel proceed (0.36)

‘ node of interest

@ semantic neighbors
accompany (0.37)
© unnormalized
Y precede (0.32) semantic score

intercommunicate (0.60) move (0.64)

(b) WNISRR

ntion scores to different types of neighbors.

PCQM4M-LSCv1 and ZINC, respectively. Mean-
while, the number of model parameters maintained
the same level to that of baselines. Therefore, lever-
aging semantic neighbors was also helpful for en-
coding small graphs.

Overall, DET achieved competitive performance
on all three types of tasks, empirically verifying its
effectiveness and generality in modeling graphs.

5. Further Analysis

In this section, we delve deeper into DET and gain
a more comprehensive understanding of its capa-
bilities and performance.

5.1. Ablation Study

We conducted ablation studies to verify the effec-
tiveness of each module in DET. We used six
datasets in different tasks and present the results in
Table 6. We removed the modules from DET step-
by-step while keeping identical hyper-parameter
settings throughout the experiments.

Semantic Neighbor Fetching The semantic
neighbor fetching loss was undoubtedly important
to DET. No matter if combining two encoders or
not, integrating with the semantic fetching module
always had better performance. The improvement
was most notable on PubMed, where it yielded
3.7% and 3.8% of accuracy increases, respectively.
The mean rank results on WN18RR also got worse
without the fetching loss.

Semantic Encoder If we do not consider the se-
mantic neighbor fetching loss (i.e., regarding the
semantic encoder as a special attention layer), is
the semantic encoder itself still useful to DET? It
depends. For Cora, PubMed, and WN18RR, when
we did not employ the fetching loss, DET with the
semantic encoder performed worse than DET with-
out the semantic encoder. But we observe that the
situation was reversed on CiteSeer and FB15K-237.
We believe that the semantic encoder may have
its pros and cons compared with the standard dot-
product attention layer on different datasets. The
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Table 6: Ablation studies on different graphs. St. and Se. are the abbreviations of Structural and Semantic.

ZINC
MAE,

St. encoder  Se. encoder  Fetching loss

Cora
Accuracyt

WN18RR
Mean Rank]

PubMed FB15K-237
Accuracy?  Mean Rank]

CiteSeer
Accuracyt

v Vv v -
v v 0.113

Vi 0.122
v v -
v 0.515

80.12
80.07
77.95
79.94
77.60

89.70 150
85.63 151
87.97 158

2,255
2,305
2,268

EDET ©DET w/o Semantic Encoding

YLLT
ys9t

Uyl
Uyl

w iy
w iy
we9
w9

e & &

FB\S\L—'fﬂ QR Cord Lse

CiteSet Z&%‘\AN
Figure 5: The training time (hours/minutes) of DET
and DET w/o semantic encoding on six datasets.

semantic fetching loss is who endows the semantic
encoder with the characteristic.

Onthe ZINC dataset, where the model performed
attention operations on the whole graph, the seman-
tic encoder was capable of estimating the semantic
scores of remote nodes without the help of the
fetching loss. Therefore, we can see that the dual-
encoding version of DET significantly outperformed
the structural encoder only version. Overall, the ef-
fectiveness of the semantic encoder is conditioned:
it must get in touch with the remote nodes.

Structural Encoder The structural encoder also
has merits. From the results of the 3-rd and 5-th
rows in Table 6, we find that it had better perfor-
mance than the semantic encoder on all datasets
except CiteSeer. We also noticed that only using
the semantic encoder had the worst MAE on ZINC,
due to the absence of all structural information.

5.2. How does the Semantic Encoder
Help the Structural Encoder?

It is worth exploring how the semantic encoder af-
fects the structural encoder. In Figure 4, we illus-
trate two examples sampled from FB15K-237 and
WN18RR, respectively.

The semantic scores for the structural neighbors
were in line with human intuition. In the left figure,
the entity USA has a low score although it is directly
connected to Nintendo by relation service location.
Also, the verb precede and accompany obtain rel-
atively low scores in the right figure. These neigh-
bors are not very related to the entities of interest
from the human perspective. By contrast, some

one-hop neighbors get high semantic scores, e.g.,
the well-known director Shigeru Miyamo of Nin-
tendo in FB15K-237 and the verb walk in WN18.
They are the more informative entities.

For the semantic neighbors, we can see that the
exploited remote neighbors are closely related to
the entity of interest. For example, Atlus is an im-
portant game developer to Nintendo. Aggregating
such information may be helpful when the model
is asked to predict the games related to Nintendo.
For the verb travel in WN18RR, move also shares
many key features with it. We also analysed the
effects of the semantic encoder to the structural
encoder during the training phase.

5.3. Computational Cost

We conducted experiments to investigate the actual
computational cost of DET. We employed a 32GB
V100 GPU to train DET in comparison with DET
w/o semantic encoding. We used same parame-
ter settings for these two methods. The average
training time are presented in Figure 5. It is clear
that incorporating the semantic encoder only had a
small increase in the training time on all six datasets.
Particularly, the training time on Cora and CiteSeer
was almost identical for two methods.

5.4.

We conducted an analysis of DET’s performance
based on relation types on the WN18RR dataset.
WN18RR comprises 3,034 validation examples
across 11 different relations, The mean recipro-
cal rank (MRR) results for DET compared with DET
without the semantic encoder are listed in Table 7.

Overall, the proposed DET outperformed DET
without the semantic encoder for most relations.
However, we observed minor improvements and
even negative gains in verb group and derivation-
ally related form, respectively. We attribute this
to these examples already possessing sufficient
context information from local neighbors.

Improvement on Different Relations

5.5. Different Semantic Operators

We conducted experiments to investigate the
performance of using other semantic operators.
Specifically, we evaluated the following variants:

4692



Table 7: The MRR results of DET w/o semantic
encoder and DET, in terms of relation types on
WN18RR.

Relation Count DET w/o Se. encoder  DET Gain
hypernym 1,174 144 201 39.6%
derivationally related form 1,078 .947 945 -0.2%
member meronym 273 .237 .338 42.6%
has part 154 .200 247 23.5%
instance hypernym 107 .302 340 12.6%
synset domain topic of 105 .350 415 18.6%
verb group 43 .930 .931 0.1%
also see 41 .585 602  2.9%
member of domain region 34 .201 336  57.2%
member of domain usage 22 373 451 18.2%
similar to 3 1.000 1.000 0.0%

08 m Proposed mInfoNCE @L1 ©L2
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Figure 6: The performance of DET with different
semantic operators on FB15K-237.

(1) InfoNCE: we replaced the proposed mutual-
information-based operator (Equation (4)) with an
identical estimator to that in InfoNCE (van den Oord
etal., 2018); (2) L1: we replaced the proposed oper-
ator with L1 measurement; (3) L2: we replaced the
proposed operator with L2 measurement. The re-
sults on FB15K-237 are presented in Figure 6. DET
with L1/L2 estimators had the worst performance.
Our DET significantly outperformed all the variants,
including InfoNCE, demonstrating the advantages
of the proposed operator.

6. Conclusion and Limitations

In this paper, we propose DET which achieves state-
of-the-art performance across 9 different datasets.
In DET, the structural encoder aggregates local
nodes while the semantic encoder seeks for the
remote nodes. Inspired by recent advances in bi-
ological sciences, DET finds the semantic neigh-
bors with a mutual-information-based operator and
stacks the two encoders alternatively. We hope
DET can bring more insights and inspirations in de-
veloping new Transformer architectures. Currently,
the main limitation of DET is the additional compu-
tation in ranking semantic neighbors. We plan to
investigate more flexible solutions in future.
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