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Abstract

Noisily labeled textual data is abundant on internet platforms that allow user-created content. Training models,
for tasks such as comment moderation, on such data may prove difficult as the noise in the labels prevents the
model from converging. In this work, we propose using active learning methods for denoising data for model
training. The goal is to use active learning to sample the most informative, noisily-labeled examples and send
them to the oracle for reannotation, thus increasing data quality while reducing the overall cost of reannotation. In
this setting, we tested three existing active learning methods, namely DBAL, Variance of Gradients (VoG), and
BADGE, applying them to data denoising for the problem of comment moderation. We show that active learning
can be effectively used for data denoising. However, care should be taken when choosing the algorithm for this purpose.
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1. Introduction

Comment moderation has recently garnered much
attention in both scientific circles and industrial ap-
plications (Vidgen and Derczynski, 2020). Internet
platforms that allow user-created content (e.g., in-
ternet forums, social media platforms, news plat-
forms with comment sections) aim to remove overly
toxic, hateful, or profane content through modera-
tion to keep comment threads civil, and in some
cases have a legal responsibility for their content.
Increasing data volumes, however, mean that mod-
eration has become infeasible to perform manually,
especially if required in near real time (Andersen
et al., 2021). Consequently, manual moderation is
often supplemented with automated tools (Shekhar
et al., 2020).

In recent years, due to their performance and
adaptability to diverse tasks, large contextualized
language models (LLMs) based on transformer ar-
chitectures (Devlin et al., 2019; Peters et al., 2018)
have become ubiquitous in Natural Language Pro-
cessing. The main training paradigm for LLMs
is transfer learning, where the model is first pre-
trained on large amounts of unlabeled text and
subsequently fine-tuned on labeled data of specific
downstream tasks, including for offensive speech
detection (Pelicon et al., 2021b). However, the fine-
tuning stage still relies on having sufficient amounts
of high-quality labeled data, which can be challeng-
ing to obtain. In the case of comment moderation,
sufficient amounts of labeled data are often avail-
able if human moderator decisions can be treated
as labels (see e.g. Pavlopoulos et al., 2017b). How-
ever, these labels can be relatively noisy, as pop-
ular platforms garner a lot of traffic, making mod-
eration mistakes common (Miok et al., 2022). To

train production-quality models on such data, a re-
labeling campaign is often warranted to improve
annotation quality. However, such a large-scale
re-annotation is often infeasible due to excessive
costs and time commitment.

Active learning (AL) is a paradigm generally used
to optimize annotation efforts when the annotation
budget is limited (Fang et al., 2017). AL methods
aim to identify samples that are most informative
and will benefit the training of a prediction model.
This is achieved by sampling unlabeled examples
based on an acquisition function and sending it for
annotation. Annotation is then performed by an ora-
cle, an outside information source that usually con-
sists of a human expert. In this way, training a well-
performing model while keeping data annotation
costs low is possible. This paper explores the idea
of leveraging AL to guide the re-annotation efforts
that address the noisy label issues. We implement
three AL methods to identify promising examples
for relabeling. These are manually re-labeled and
used to train a new, better comment-moderation
model. This can be repeated for several iterations.

The contributions of this paper are the following:

» We propose an Al-based approach for guid-
ing the re-annotation efforts of examples with
noisy labels.

» We extensively evaluate the proposed frame-
work in a realistic scenario using data from a
real-world news provider.

» We make our implementation of the framework
and three AL methods, along with all data and
models, publicly available.’
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While we focus on comment moderation in this
work, we believe the proposed approach can be
readily extended to other text classification tasks.

2. Related work

Active learning The main two categories of AL
methods are Uncertainty sampling and Diversity
sampling. The former relies on confidence scores
of prediction models to select new examples, while
the latter aims to find examples dissimilar to already
labeled ones, bringing new information. The earli-
est AL methods fall into the uncertainty sampling
category. Among the early and established meth-
ods are the least confidence score (Settles and
Craven, 2008), margin score (MacKay, 1992), and
confidence entropy (Hwa, 2004). The Query-by-
Committee (Seung et al., 1992) approach trains
a committee of prediction models and measures
its uncertainty, most often via voter entropy (Da-
gan and Engelson, 1995) or Kullback-Leibler diver-
gence (McCallum et al., 1998). These approaches
are model agnostic and computationally inexpen-
sive and have been used in a variety of tasks (We-
ber and Plank, 2023).

Several uncertainty sampling methods have
been developed, particularly for neural network
models. Examples of these are Deep Bayesian
Active Learning (Gal et al., 2017), Variance of Gra-
dients (Agarwal et al., 2022), and Variational Adver-
sarial Active Learning (Sinha et al., 2019). Among
Diversity based methods, the typical example is the
core-set approach (Sener and Savarese, 2017) that
transforms AL into a set covering problem. Given
an annotation budget and an area around an exam-
ple (a given radius), it selects the set of examples
that cover the whole dataset.

Methods that combine criteria from both cate-
gories are particularly interesting, aiming to bal-
ance uncertainty and diversity. One such method
is BADGE - the Batch Active Learning by Diverse
Gradient Embeddings (Ash et al., 2019). Most neu-
ral approaches tend to perform better for neural
network models than model agnostic approaches;
however, they were mostly benchmarked on image
data.

While more prominent in the domain of image
processing, active learning is also becoming widely
researched in the domain of natural language pro-
cessing (Zhang et al., 2022). Margatina et al.
(2021) have devised an acquisition function that
leverages contrastive examples in order to gauge
the informativeness of unlabeled examples. Yuan
et al. (2020) propose an acquisition function that
leverages transformer models’ masked language
modeling loss. This way, the acquisition function
does not depend on the classification loss of a fine-
tuned model, which is usually poorly calibrated in

neural models. All these approaches are tested
in a standard active learning setting with a pool of
unlabeled examples.

Noisy labels Several recent studies have ex-
perimented with AL in the presence of label noise.
Gupta et al. (2019) assume that the oracle is im-
perfect and outputs a noisy label. To counterattack
this, they introduced a denoising layer in the neural
network model that robustifies AL in the presence
of noisy oracles. However, this study mostly con-
siders training in the presence of imperfect oracles
as opposed to a noisily labeled data pool. A study
that resembles ours is the one that presents QActor
(Younesian et al., 2021), a framework for using AL
in the presence of noisily labeled data, but it was
benchmarked only on image data.

Comment moderation The task of comment
moderation is predominantly modeled using neural
models (Pavlopoulos et al., 2017a), especially the
Transformer-based large language models (Bad-
jatiya et al., 2017; Zampieri et al., 2019; Zia et al.,
2022). Recent studies tackle comment moderation
in multi- or cross-lingual settings, leveraging multi-
lingual LLMs (Pelicon et al., 2021a,b; Pamungkas
et al., 2021; Shekhar et al., 2020; Bigoulaeva et al.,
2023; Jiang and Zubiaga, 2024). To improve the
detection of offensive and hateful language on
social media as well as on news platforms, ap-
proaches have lately been proposed that enrich
modeling with user- and platform-related features,
e.g., Mosca et al. (2021); Risch and Krestel (2018);
Haber et al. (2023).

3. Experimental setting

Our setting is an example of pool-based active
learning. In this setting, we have a small initial
training set, T, on which we train our initial or seed
model. Additionally, we have a large pool of unla-
beled instances M. In our case, M contains data
with noisy labels. From M, we sample instances
that will produce higher-value information for model
training. We use an acquisition function A to gauge
the informativeness of the sampled instances and
we send n instances to an oracle O for reannotation
subject to the available reannotation budget B.

3.1. Methods

We tested three AL methods for denoising training
data: Deep Bayesian Active Learning (DBAL), Vari-
ance of Gradients (VoG), and Batch Active Learning
by Diverse Gradient Embeddings (BADGE) method.
All three were specifically designed for use with
gradient-based models and were tested on image
data in their initial implementation. While methods
benchmarked on NLP tasks do exist, the chosen
methods are widely used and have been shown
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to achieve robust performance on a number of dif-
ferent tasks. The first two methods, DBAL and
Variance of Gradients fall into the uncertainty sam-
pling AL category, while the latter, BADGE, belongs
to the category of hybrid approaches.

The DBAL method proposes training a deep
Bayesian neural network as our classifier. The train-
ing of a Bayesian classifier was approximated by
using Monte Carlo dropout. We ran the inference
model 10 times with the dropout and selected the
50 examples for the reannotation where the vari-
ance was highest. The motive was that if there is
a large change in the model’s confidence with a
small change in the network, then the model is not
robust for that sample.

The second method in the uncertainty sampling
category was the VoG approach of Agarwal et al.
(2022). It computes for each input example a
set of gradient matrices w.r.t. that input exam-
ple {51, ..., Sk} one for each model checkpoint
k € [1,K]. These are used to estimate the vari-
ance across checkpoints for each element of S.
The average of these variances is the score of the
example. The intuition behind this method is that
atypical, out-of-distribution examples will have less
consistent gradients with higher variance across
checkpoints. The original paper of Agarwal et al.
(2022) uses this method on images, so Sy are gra-
dients to the pixels of the input image, and thus
the same size for all examples. We adapted this
to text data and calculated S as gradients to the
outputs of the embedding layer. Consequently, an
input example of M tokens using an embedding of
length N would yield S, of size M x N. The rest
of the calculation proceeds exactly as described by
Agarwal et al. (2022). When running this method,
we used K = 20 checkpoints.

The last chosen method, BADGE, computes the
prediction y and the gradient gx of the loss L(x,
y) w.r.t. last layer's parameters. This gradient is
then used as an embedding, a representation of
the input example. Given gx of the examples in
the noisily labeled pool, we then run k-MEANS++
initialization and take the initial cluster centers as
examples for reannotation. Though this method
was initially tested on image data, no special adap-
tation was needed for use with text.

3.2. Dataset

The majority of AL settings assume an initial clean
dataset. However, our goal is to leverage the ex-
isting noisy dataset. We use the publicly avail-
able 24sata newspaper comment dataset (Shekhar
et al., 2020), in the Croatian language.? The
dataset contains comments moderated by 24sata’s

2Available at https://clarin.si/repository/
xmlui/handle/11356/1399 (Pollak et al., 2021)

moderators based on the newspaper’s policy: rules
include the removal of hate speech, abusive state-
ments, threats, obscenity, deception & trolling, vul-
garity, and comments that are not in Croatian. We
used comments from 2019 and sampled the com-
ments with the help of dataset maps (Swayamdipta
et al., 2020); 75% of examples were sampled from
the easy-to-learn region, and 25% were sampled
from the ambiguous region. This was to ensure a
dataset representing the range of difficulty present.
We engaged and trained three annotators to rela-
bel the sampled dataset to obtain an initial clean
dataset according to our annotation guidelines. The
dataset is split into a training set (1700 examples),
a validation set (250 examples), and a test set (250
examples). We trained a seed model for the exper-
iment using the initial clean dataset.

3.3. Evaluation

We test the active learning algorithms for denois-
ing the task of comment mdoeration. We pose the
comment moderation task as a classification task
where we map instances x into y = C{1, .., C} dis-
crete classes. We model this task with Transformer
neural networks based on the multilingual BERT
model (Devlin et al., 2019).

The active learning pipeline is run for 10 rounds.
In each round, we use the model trained in the
previous round and sample 50 instances from pool
M, starting with the seed model for the first round.
These examples are sent to an oracle for rean-
notation. The oracle consists of one annotator
from our initial reannotation campaign and labels
the sampled instances using the same annotation
guidelines the annotators used in the initial training
data reannotation. The annotated instances are
then added to the initial training set T, and a new
model is trained on this expanded training set. This
pipeline is run for each of the three active learn-
ing approaches. The model’s performance in each
round is evaluated using a macro F1 score.

We compare the models trained using active
learning approaches with two baselines:

* No-reannotation - in each round, we sample
50 examples with an AL algorithm A from pool
M, but we do not send them for reannotation.

+ Random addition, no active learning - in
each round, we select 50 examples from the
pool M randomly, add them to the training set
with their original moderator-generated labels,
and retrain the model. No reannotation is per-
formed on the selected examples. This base-
line represents the standard fine-tuning ap-
proach one would employ in the presence of
a noisily labeled dataset. To minimize the ef-
fect of randomness, we present the average
of random sampling done thrice.
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4. Results
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Figure 1: Comparison of three AL methods (DBAL,
VoG, BADGE), with two baselines. In Baseline
1, ‘no-reannotation’, the same AL method is used
to select new samples to add to the training set,
but they are not sent for reannotation (the original
noisy moderator-generated labels are trusted). In
Baseline 2, ‘random no AL, we randomly select
new samples, again keeping the original labels;
this represents the standard fine-tuning approach
without AL.

Our experiment shows that using active learning
is beneficial for training comment moderation mod-
els in the presence of large proportions of noisy

data. Using these methods allows us to forgo re-
labeling of the whole dataset and thus reduces
the time and cost of relabeling campaigns. The
results show (see Figure 1) that two of our algo-
rithms outperform the ‘random addition, no active
learning’ baseline. The VoG algorithm achieves
the highest macro F1 score of all three algorithms.
While performing a bit worse, the BADGE algorithm
seems to have the most consistent performance
across the first five rounds of all the tested algo-
rithms with the least variance in the results. While
we observe a slower start and a considerable dip in
performance from the variance of the gradients al-
gorithm, the performance of the BADGE algorithm
stays within the 0.02 point difference in terms of
macro F1 score across the rounds. However, the
performance drops off significantly, starting with
round 6. The Monte Carlo dropout algorithm per-
forms worst in our setting as it does not outperform
the baselines. We do not see this algorithm as use-
ful while training models in the presence of noise
in the dataset.

Further, the results show that generally, the rean-
notation is a crucial step in the proposed approach
and setting. Without reannotating the sampled in-
stances, the performance of the BADGE and VoG
algorithms significantly drops to the point where
there are no clear benefits from the random base-
line. However, this effect is not observed with the
MC algorithm, where reannotation does not seem
to impact the model’s performance that much.

According to the results, the active learning
framework can give us performance benefits up to a
certain point. After that point, the model sufficiently
converges that reannotation and careful sampling
have diminishing returns. According to the the re-
sults from the BADGE and VoG algorithms, this
cut-off point is algorithm dependent. We observe
the BADGE algorithm being useful in our setting
up until round 5, while the VoG algorithm performs
well even after 10 reannotation rounds. This result
also potentially speaks about the quality of the in-
stances sampled by each algorithm. This cut-off
point is generally hard to predict, so we suggest
employing an early stopping strategy when training
in an AL framework in the presence of noise.

Finally, we analyze the types of instances the
three algorithms sample in the current setting with
noisy datasets. Regarding class labels, we observe
that all three algorithms sample instances mainly
from the not-offensive class. This is not surprising
due to the construction of the noisily labeled pool
in the current dataset, where most instances are
initially marked as not offensive. The reason for
this is that moderators often can’t keep up with
the high data volumes at peak times, and many
examples never even get seen during moderation.
Such examples are, therefore, by default, labeled
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Figure 2: Number of examples with originally noisy
labels denoised during reannotation out of a total
of 50 sampled examples per round.

as not offensive. Due to this fact, we expect more
noise to occur in the not-offensive class.

Further, from Figure 2 we see that all algorithms
sampled instances from the noisy pool M that were
initially incorrectly labeled. In each round, each al-
gorithm sampled at least 10% of instances, which
were eventually relabeled by the oracle with the op-
posing class label. The BADGE algorithm seems to
sample the highest proportion of noisily labeled ex-
amples - in each round, approximately 50% of sam-
pled instances had to be relabeled by the oracle.
We also noticed that, depending on the round and
algorithm used, reannotation can have a strong im-
pact even with relatively low amounts of data rean-
notated. We would like to explore this phenomenon
in the future by developing methods to identify
which sampled examples do not need reannota-
tion, thus further decreasing the budget needed for
annotation.

5. Conclusion and Future work

In this study, we presented a framework for using
active learning methods in the presence of label
noise. We tested three active learning algorithms
on the task of comment moderation with the goal
of denoising the training data and training a perfor-
mant model while reducing the annotation budget
needed for denoising the training data. Our results
show that active learning methods can effectively
be used in this setting and on the chosen data
domain, however the particular active learning al-
gorithm has to be carefully chosen; in our case, for
example, the DBAL algorithm did not yield desirable
results.

Even though reannotation is a crucial step in the
proposed approach, we have observed that, de-
pending on the active learning algorithm and round
of the experiment, a considerable proportion of the
examples did not change their labels during rean-
notation. For future work, we would like to explore
approaches to reduce the annotation effort even

further by eliminating the need to relabel instances
with already correct labels while maintaining the
same performance of trained models.

6. Limitations and Ethical
Considerations

Limitations A limitation of this work is that we
focus on the domain of comment moderation and
thus cannot claim to what extent our results will gen-
eralize to different domains or tasks without further
experimentation. Moreover, we use alternatives
to the BERT-based classification model, such as
the more recent GPT or LLama-2 (Touvron et al.,
2023) models, which should also be explored in
future work. Finally, the language of our dataset
is Croatian; while it should be representative of a
typical low-resource indo-european language, our
approach may behave differently for larger, more
popular languages (e.g., English or Chinese) or ty-
pologically different languages from other families
(e.g., Japanese or Finnish).

Ethical considerations Our research is
grounded in utilizing existing publicly available
datasets and established methods. Our primary
objective is to provide an in-depth analysis of the
robustness of various active learning algorithms.
Our re-annotated dataset will contribute to online
comment moderation research, particularly in
the context of low-resource languages. It is
worth acknowledging that the dataset and models
we present theoretically could be used to train
generative offensive speech models. However, it
is essential to note that such models can already
be developed using much larger datasets that
are readily accessible. An alternative application
of our dataset and models is to enhance our
understanding of the limitations of current offensive
speech detection tools. This understanding can
bolster these tools and make them more resilient.
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