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Abstract
Document-level text simplification, a task that combines single-document summarization and intra-sentence
simplification, has garnered significant attention. However, studies have primarily focused on languages such as
English and German, leaving Japanese and similar languages underexplored because of a scarcity of linguistic
resources. In this study, we devised JADOS, the first Japanese document-level text simplification dataset based on
newspaper articles and Wikipedia. Our dataset focuses on simplification, to enhance readability by reducing the
number of sentences and tokens in a document. We conducted investigations using our dataset. Firstly, we analyzed
the characteristics of Japanese simplification by comparing it across different domains and with English counterparts.
Moreover, we experimentally evaluated the performances of text summarization methods, transformer-based text
simplification models, and large language models. In terms of D-SARI scores, the transformer-based models
performed best across all domains. Finally, we manually evaluated several model outputs and target articles,

demonstrating the need for document-level text simplification models in Japanese.
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1. Introduction

Text simplification is the task of rewriting hard-to-
understand text. Most text simplification studies
focus on intra-sentence simplification, including
lexical simplification (Paetzold and Specia, 2017),
simplification with edit operation labels (Dong et al.,
2019), and sentence splitting (Narayan et al., 2017).
Apart from that, document-level text simplification
has garnered significant attention. Several studies
have been conducted on this topic, such as creating
datasets (Xu et al., 2015), proposing an automatic
evaluation metric (Sun et al., 2021), and design-
ing dedicated simplification models (Cripwell et al.,
2023). The document-level text simplification task
involves improving the readability of the document.
The relationship between text length and reading
comprehension has been investigated in the case
of English (Commander and Stanwyck, 1997; Daley
and Rawson, 2018). Baker (2023) demonstrated
a positive correlation between overall length (word
counts) and average text difficulty based on the
ratings of the model essays by the subjects. There-
fore, summarization and simplification tasks are
frequently combined to create document-level text
simplification (Blinova et al., 2023).

Many document-level text simplification datasets
have been created to facilitate studies on this topic.
News-domain datasets use aligning existing news
articles of different complexity levels. Newsela cor-
pus (Xu et al., 2015) was built using Newsela' in

"https://newsela.com/

459

English, which includes the original articles and
multiple simplified versions of those articles. It has
been used in several document-level simplification
studies (Sun et al., 2023; Zhong et al., 2020). Other
languages that use news magazines or telegrams
are the 20 Minuten dataset (Rios et al., 2021) in Ger-
man and DSim (Klerke and Segaard, 2012) in Dan-
ish. Furthermore, in the encyclopedia domain, most
datasets use Wikipedia-Simple Wikipedia as a com-
parable text for simplification. D-Wikipedia (Sun
et al., 2021), SWIPE (Laban et al., 2023), and the
Klexikon Dataset (Aumiller and Gertz, 2022) are
datasets for English and German, respectively. Al-
though the number of datasets available for this
task is increasing, few languages are available.

In this study, we created the first JApanese
DOcument-level text Simplification dataset for the
news and encyclopedia domains (JADOS)?. The
Mainichi Japanese Daily Newspaper (MN) in the
news domain and the Japanese Wikipedia® in the
encyclopedia domain were our sources for complex
documents. To obtain simple documents for the
former, we used the Mainichi Elementary School
Newspaper (MEN), which is a newspaper for el-
ementary school students. Conversely, we pre-
pared the simpler version of the latter manually be-
cause of the absence of datasets such as Simple
Wikipedia that can provide comparable Japanese
texts. Sentence alignment IDs and simplification

2JADOS is available at https://github.com/
tmu-nlp/JADOS.
Shttps://ja.wikipedia.org
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operation labels are annotated to each complex
document sentence in JADOS, which distinguishes
it from document-level text simplification datasets
for other languages. Excluding the simplification op-
eration labels found in the Wikipedia corpus, these
assignments were also conducted manually. We
assume that JADOS is primarily used for document-
level text simplification tasks. Furthermore, JADOS
can support sentence-level text simplification and
classify the simplification operation labels for each
complex sentence (Cripwell et al., 2023) using the
annotated information.

The primary contributions of this study are sum-
marized as follows:

» We created JADOS, the first document-level
Japanese text simplification dataset based on
newspaper and Wikipedia articles.

» We analyzed the differences in simplification
strategies between the news and encyclopedia
domains within JADOS and compared them
with English text simplification datasets.

+ We established the baselines for the document-
level Japanese text simplification task using
JADOS.

2. Related Works and Background

2.1. Text Simplification Datasets

2.1.1. Non-Japanese Datasets

News domain. Numerous news domain datasets
use Newsela, which consists of original news arti-
cles and four simplified versions rewritten by pro-
fessional editors for pre-college students of differ-
ent grades. For document-level datasets, corpora
covering multi-level simplification have been cre-
ated, such as the English Newsela corpus (Xu
et al.,, 2015), and Newsela-es (Spanish text ex-
tracted from this corpus). Moreover, at the sen-
tence level, sentences from article pairs in different
levels from the Newsela corpus were aligned using
a neural conditional random field aligner, yielding
Newsela-AUTO (Jiang et al., 2020).

The OneStopEnglish (Vajjala and Lugi¢, 2018)
corpus is derived from a MacMillan Education-
managed website for English language learners.
This website hosts articles with the same content
rewritten at three different levels of difficulty, en-
abling multi-level simplification at the document
level. In addition to English, the 20 Minuten
dataset (Rios et al., 2021) in German contains full-
text articles, summaries, and simplified versions
from the Swiss news magazine 20 Minuten. Fur-
thermore, DSim (Klerke and Sggaard, 2012) is cre-
ated in Danish using news telegrams and articles

simplified for individuals who are dyslexic or learn-
ing Danish*. The Chinese dataset CSS (Yang et al.,
2023) focuses on sentence-level analysis, where
complex sentences are extracted from the PFR cor-
pus, which contains articles from the People’s Daily
newspaper, while simple sentences are manually
created by asking annotators rather than relying on
existing newspaper articles.

Several datasets in the news domain use exist-
ing parallel data created by professional editors,
expecting a high-quality simplification. However,
certain datasets, such as the Newsela corpus, have
restrictions on their public release, necessitating a
usage license.

Encyclopedia domain. The English datasets in
the encyclopedia domain were created using com-
parable texts from English Wikipedia® and Sim-
ple English Wikipedia®. For sentence-level cor-
pora, the PWKP (Zhu et al., 2010) and the Wood-
send and Lapata (2011) dataset use the term fre-
quency—inverse document frequency (if.idf) for sen-
tence alignment between article pairs in these com-
parable English texts. Furthermore, C&K-1 (Coster
and Kauchak, 2011) and C&K-2 (Kauchak, 2013)
use dynamic programming for the same purpose.
The three datasets mentioned earlier were com-
bined to create WikiLarge (Zhang and Lapata,
2017); except for C&K-1.

However, Xu et al. (2015) raised concerns regard-
ing the low simplification quality of Simple English
Wikipedia and the low sentence alignment accu-
racy in PWKP (Zhu et al., 2010). TurkCorpus (Xu
et al., 2016) adopted a subset of PWKP (Zhu et al.,
2010) simplified by multiple annotators rather than
Simple Wikipedia. Furthermore, by manually sim-
plifying complex sentences in this corpus, small
yet high-quality datasets were created, such as
HSplit (Sulem et al., 2018), which focuses on sen-
tence splitting, and ASSET (Alva-Manchego et al.,
2020), which covers various simplifications (lexi-
cal paraphrasing, sentence splitting, and compres-
sion). Wiki-AUTO (Jiang et al., 2020) was built us-
ing a methodology similar to Newsela-AUTO (Jiang
et al., 2020) to reduce the proportion of defective
sentence pairs compared with WikiLarge.

English document-level datasets have been cre-
ated, such as D-Wikipedia (Sun et al., 2021) and
SWIPE (Laban et al., 2023). A children-tailored
encyclopedia called Klexikon’ is available online
in German. Klexikon dataset (Aumiller and Gertz,
2022) was created using the German Wikipedia®

*https://www.dr.dk/ligetil
Shttps://en.wikipedia.org/
bhttps://simple.wikipedia.org
"nttps://klexikon.zum.de
®https://de.wikipedia.org
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and its Simple Wikipedia counterpart, this encyclo-
pedia.

In the encyclopedia domain, the creation of large
datasets is possible because of comparable texts
from Wikipedia. However, establishing linguistic re-
sources for simplification tasks is a significant chal-
lenge because new simplified articles must be cre-
ated in many languages where Simple Wikipedia
is not available.

2.1.2. Japanese Datasets

SNOW T15 (Maruyama and Yamamoto, 2018) is
a lexical simplification dataset created by manu-
ally rewriting 50,000 sentences extracted from the
Tanaka corpus® using a defined core vocabulary
of 2,000 words. Additionally, SNOW T23 (Katsuta
and Yamamoto, 2018) was introduced to increase
the size of the previous dataset. JADES (Hayakawa
et al., 2022) dataset is intended for independent
non-native Japanese speakers and focuses on lex-
ical and grammatical simplification. This dataset
consists of pairs of sentences extracted from the
Japanese-English development and test subsets
in the WMT20 news translation task (Barrault et al.,
2020), rewritten by experts using the profiles of the
former Level 3 of the Japanese-Language Profi-
ciency Test. The aforementioned datasets are all
tailored for simplification at the intra-sentence level
rather than at the document level.

Most studies on document-level text simplifica-
tion in Japanese (Sugai et al., 2020; Morita et al.,
2023) have been conducted using article pairs from
NHK NEWS WEB'® and NHK NEWS WEB EASY"
to create a pseudo-parallel dataset. To cater to
foreigners and children, NHK NEWS WEB EASY
provides news articles rewritten by journalists and
Japanese language teachers to simplify the struc-
tures and expressions used in the originals. Al-
though this parallel dataset is expected to be of
high quality in terms of simplification, it is not avail-
able in the public domain for linguistic resources
because of copyright restrictions.

2.2. Preliminary investigation

We conducted a preliminary investigation to ana-
lyze Japanese document level simplification oper-
ations. To this end, we compared 50 article pairs
with identical content extracted from articles pub-
lished in the MN and MEN in 2019. We defined the
inter-sentence simplification operations following
Petersen and Ostendorf (2007) based on the corre-
sponding sentence pairs. Our defined operations

9http: //www.edrdg.org/wiki/index.php/
Tanaka_Corpus

https://www3.nhk.or.jp/news/

"https://www3.nhk.or.jp/news/easy/
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Edit One-to-one correspondence between com-
plex and simple sentences.

Split Split a single complex sentence into multiple
simple ones.

Merge Merge complex multiple sentences into a
single simple one.

Delete A sentence that exists in a complex docu-
ment but not in a simple one.

Insert A sentence that appears only in a simple

document, e.g., as supporting detail.

Table 1: Simplification operations in Japanese.

| Edit  Split
Ratio(%) | 41.12  6.18

Insert
2.70

Delete
43.82

Merge
6.18

Table 2: Ratios of each simplification operation.

are detailed in Table 1. Table 2 lists the frequency
ratios of these operations in the compared article
pairs. The current Japanese sentence-level text
simplification datasets do not address the oper-
ations Merge, Delete, and Insert, which are
specific to document-level simplification. Delete
was the most frequently used operation in these
article pairs. Therefore, similar to English and Ger-
man, we expected Japanese document-level sim-
plification to require summarization in addition to
intra-sentence simplification operations.

3. Japanese Document-Level Text
Simplification Dataset

This section describes JADOS, a Japanese dataset
for document-level text simplification in the news
and encyclopedia domains. Details of the dataset
creation are provided in Appendix 12.2.

3.1.
3.1.1.

Article Data
Mainichi Corpus

Leading national newspapers in Japan, MN, and
MEN, are used as comparable texts for Japanese
text simplification. The target audience makes a
significant distinction: MN articles are aimed at a
general audience, whereas MEN articles are mainly
aimed at elementary school children.

Source document. Employing MN as the source
documents, the JADOS news domain corpus was
created using MN-MEN article pairs, which differed
from those used in the preliminary investigation.

Target document. We collected target docu-
ments with the same content as the source docu-
ments of the MEN articles. According to the prelim-
inary investigation’s findings, articles with matching
content in MN and MEN have a high rate of surface
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word alignment. Therefore, we used the bag-of-
words method rather than an embedding-based
approach for article alignments.

We generated a frequency vector of words ob-
tained from the morphological analysis of the MN
and MEN articles on each day of publication and
weighted them using tf.idf. Subsequently, similarity
cosine scores between MN articles published one
week before and after the publication date of the
MEN article were used to automatically extract pairs
of articles. Automatically aligned pairs were manu-
ally checked to confirm that the content matched'2.
We selected 400 pairs of articles, 50 pairs annually,
from the MN and MEN datasets from 2013 to 2020.
These selections were based on a similarity score
threshold of at least 0.75, established through man-
ual inspection of the article pair’s correspondence.

3.1.2. Wikipedia Corpus

We used the Japanese Wikipedia as the source
document for the encyclopedia domain. In contrast
to the Mainichi corpus, there is no Japanese equiv-
alent to Simple Wikipedia. Therefore, we intended
to create a pilot version of the Simple Japanese
Wikipedia using the selected articles.

Source document. The source documents com-
prised the overview sections of 1,944 articles se-
lected as Featured articles'® (55t 7250 %) or Good
articles' (R'E 725 %) as of December 22, 2022.
We employed these articles, which were expected
to be of higher quality than the other articles be-
cause they were peer reviewed.

Target document. Tanaka et al. (2012) adminis-
tered a reading comprehension test to children us-
ing Japanese general news scripts and document-
level simplified scripts. Consequently, they demon-
strated that simplified articles with few difficult
words and low word and sentence counts signifi-
cantly enhanced elementary school students’ com-
prehension. Therefore, JADOS was designed to
integrate document summarization and simplifica-
tion, aligning with similar datasets for this task in
other languages.

The target documents were created through a
summarization step followed by a simplification
step, as described below. We refer to this se-
quence of steps as the “simplification process.” We

2|n article alignments using bag-of-words because
the content may be updated depending on the time of
publication (e.g., the damage situation changes), exact
matches are not always successful.

13https ://ja.wikipedia.org/wiki/
Wikipedia:FHhAFlH

“https://ja.wikipedia.org/wiki/
Wikipedia: RE&lH
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assigned two native Japanese-speaking workers
through an outside contractor and obtained two
simplified documents from each article.

Summarization step.
The summarization step enhances the docu-
ment’s readability. We established the follow-
ing guidelines to obtain iterative revisions of
summarization during the simplification pro-
cess, making them available for reference,
such as Newsela (Xu et al., 2015).

+ Summarize the output to be 40% to 60% of
the input character count.

« lterate through this process until the output
is reduced to 150 characters' or fewer. If
the output exceeds this limit, proceed to the
simplification step.

Simplification step.
The simplification step enhances the sentence-
level comprehension of the document. We es-
tablished the following guidelines to simplify
the source documents intended for elemen-
tary school students, aligning them with the
simplification strategies from MN to MEN.

» Perform sentence-level text simplification us-
ing the simplification operations in Table 1.

» Because appropriate simplification requires
knowledge of the article’s content, refer to the
entire Wikipedia article in question, not just the
extracted overview section.

» Paraphrase Kanji characters excluded from
the elementary school curriculum. Paraphrase
loan words or provide supplementary explana-
tions.

» Readability assessment for elementary school
students was submitted to the workers.

3.2. Sentence Alignment and
Simplification Operation Annotation

Mainichi corpus. During the pre-processing
stage, the articles in JADOS were segmented into
sentences, including those ending with “, , !, ?7,
by both manual processing and Bunkai (Hayashibe
and Mitsuzawa, 2020), a tool for sentence-
boundary disambiguation. We instructed the work-
ers to compare the MN-MEN article pairs and as-
sign the simplification operations listed in Table 1 to
each sentence in the source documents, along with
the “alignment IDs” of the corresponding sentences

5This is the length of the Mainichi News Flush article,
hoping that we can control the length of the generated
output of our simplification model in the future.
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align. sent.

label Ds 1D sentence
I 3 0 i PSHIlE: Iwimla s FWEER, I X N ORI SRR
iPS cells: From Umbilical Cord Blood. Regenerative Medicine, Cost, and Time Compression. Research Institute of Kyoto
University.
E 1 1 EAEERICHESHEHE 1 P SHE., 58K i P SHIMEAFZSIA,. FrER O X WEil %z > T L 72,
The Center for iPS Cell Research and Application at Kyoto University created a stockpile of iPS cells from newborn baby
umbilical cord blood for use in regenerative medicine.
D 2 i PSHI~OHITH N> 7-, This was discovered through iPS Cell Institute interviews.
E 2 3 RADIMED SE - G E I AR TR TFERN DR, EEE VD,
It has fewer genetic mutations and higher quality than those made from adult blood.
1T BERICES 200 1 PSHildz, sRYE 1 P SHIEHIEAA, EENZIEPDDOEKE 2 ADANTOHEDMMEZE->T
fED £ U7z,
2 RADME» SE>HEITHA, EREEENS 2L TY,
3 FIWHIMLICIE, MDD IR MlEL TAEENLTVET,

Numerous cells in umbilical cord blood are the foundation of blood.

Table 3: Excerpts from our Mainichi corpus article. The upper part denotes an excerpt from an annotated
MN article, whereas the lower part denotes an excerpt from the MEN article corresponding to an upper

part article.
label %gn. Isgnt. sentence

I 0 ®EMZHY Yonagahime to Mimio

E 1 1 MEEHEEEB) (LXARPU0HLAAE) 1, WIARE O KRNI,
“Yonagahime and Mimio” (Yonagahime to Mimio) is a short story by Ango Sakaguchi.

E 2 2 REOEDOHBTFTHIEFE, MAKI LRI 2/ OEEDOR - WEEZTLE U CHFHRIFESNTE Y, H
UL BRI E» Nz TROZOMEAD T L HIMEEL U CEliEhTW5,
The novel is a narrative-style story about Mimio, a disciple of Hida’s artisan, and Yonagahime, the daughter of the chief,
who is both innocent and cruel, and it is considered a masterpiece, much like “Under the Full Bloom of The Cherry Blossom
Forest,” which was also written in the same style.

D 3 EREEOEFICIE. ME TR - S OHRR—LEOH HAMB - DB —] ( [LEHHAMBE) O—/) %Y

iz, ZEOHRBE ZOMAA~OELE - BLAH S,
“The Eradication of Hida and Takayama: Ango’s New Geography of Japan, Chubu no Maki” (a part of "Ango’s New Japan

Geography”).

1 TEEREE 5]

(EBHR0DEAAB) 1E, W2 E QRN

2 MREOEOHRTTHLHEFL, BRI LRI 2HEROREOR - HREZPOLL UTHFFRIZGESNTBY, H
U< Biahmic Hr iz TROBFOHMHDO T LMSEEE LTI hTn3,

3 <Delete>

1 I EEE B3

(£BD0D L AAB) 1. WAZEDRM/NHTT,

2 REE (O7) DEDOEFTHLIHBE, AT KR I2HERHORFEOR - WRIEZ PO U THEERIZFE SN

THH,

IRDFEDWHDO T LWRT oL LTFHliEhTWE T,

Table 4: Excerpts from our Wikipedia corpus article. The top part denotes an annotated source document,
the middle denotes an iterative extractive summary, and the bottom denotes the manually created simplified

target document.

in the simple article'®. Table 3 presents excerpts
from the annotated MN and MEN articles.

Wikipedia corpus. To create a parallel dataset
in the encyclopedia domain comparable to
the Mainichi corpus, we applied identical pre-
processing to both the source Wikipedia articles
and the manually simplified target documents. In
the Wikipedia corpus, sentence alignment informa-
tion between the original Wikipedia articles and
our simplified versions was manually recorded in
the “alignment IDs” column during the simplification
process. Furthermore, the simplification operation
labels were automatically assigned based on their
correspondence. Table 4 lists excerpts from anno-
tated source documents from the Wikipedia corpus,
an extractive summary during the simplification pro-
cess, and one of the two target documents.

18To record the “sent. ID” of Insert in a simple article,
a row with “sent. ID” of 0 is provided, and the sentence
column contains the article heading.
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3.3. Dataset Analysis

This sub-section describes the detailed charac-
teristics of JADOS, incorporating the statistics pro-
vided in Table 5 and other relevant metrics.

Simplification labels. A common feature ob-
served in both corpora is the predominant use of
the Delete operation. However, there are signif-
icant differences in the proportion of operations,
except for Delete, particularly concerning Split
and Merge. In the Wikipedia corpus, Merge is
more common frequently (Mainichi: 25.82% and
Wikipedia: 31.58%) than split (Mainichi: 13.56%
and Wikipedia: 0.29%). This trend results from
Wikipedia target documents that frequently con-
dense key information into single sentences rather
than preserving the original text to meet the char-
acter count constraints of the simplification step.

Average sizes. In all cases, the average article
sizes of source documents in the Wikipedia corpus



Figure 1: Relative frequency of document-level compression ratio using the kernel density estimator.
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| Mainichi | Wikipedia

Original articles (Source) 400 1,944
Reference articles (Target) 400 3,888
Insert 72 547
Total # of Edit 1,435 10,103
labels Delete 1,548 30,324
Split 337 45
Merge 642 4,936
Ave. # of Source 9.90 11.68
sentences  Target 5.86 3.27
Ave. # of Source 253.41 317.63
words Target 139.63 67.07
Ave. # of Source 476.13 704.51
characters  Target 265.11 146.14
Newsela EnWiki
Ave. # of Source 48.86 70.55
sentences  Target 53.30 8.02
Ave. # of Source 1,167.06 1,809.75
words Target 609.09 143.07
Table 5: Statistics of JADOS.
Mainichi | Wikipedia
Source 2.07 (0.65) | 2.07 (1.09)
Target 2.47 (0.72) | 2.57 (1.03)
% of simpler articles 76.75% 72.99%

Table 6: Readability scores of JADOS. Values in
brackets are the population standard deviation.

are consistently higher than those in the Mainichi
corpus. This discrepancy is probably caused by
the space constraints inherent to newspaper arti-
cles, as Wikipedia articles do not have such con-
straints. Conversely, the target documents in the
Mainichi corpus are longer because of the charac-
ter count limit imposed on the Wikipedia corpus.
The Wikipedia corpus (27.19 — 20.51) shows a
significant decrease in word count per sentence
compared with the Mainichi corpus (25.60 — 24.58).
However, no discernible difference is observed in
the target documents’ character count per sentence
(Mainichi: 45.09, and Wikipedia: 44.69).
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Compression ratio. To analyze changes in text
length at the document level resulting from sim-
plification, we computed the compression ratio by
dividing the character count of the target document
by that of the source document. Figure 1 illustrates
the distribution of the compression ratios of char-
acter counts in JADOS and the kernel density esti-
mator following Xu et al. (2015). The compression
ratios for both datasets are consistent and followed
a normal distribution, indicating uniformity in the
simplification practices.

Document-level readability. To evaluate the
readability of JADOS, we computed the readabil-
ity scores using jReadability'”, a Japanese sen-
tence difficulty identification system. The average
sentence length and percentage of word classes
included were used in multiple regression analy-
sis to derive the readability score formula. Table 6
lists the jReadability scores of JADOS. Across both
domains, the target documents are more readable
than their source counterparts. Therefore, the man-
ually created Wikipedia target documents were also
rewritten in simpler terms.

Sentence-level simplification. We evaluated
the extent of rewriting for simplification at the intra-
sentence level of JADOS sentence pairs annotated
Edit, Split, or Merge in two ways. First, we
present the dependency tree depth ratio to assess
the complexity of the sentence structure. Syntactic
parsing was performed using CaboCha (Taku Kudo,
2002) to determine the depth of each sentence.
The ratio was calculated by dividing the depth of the
target sentence by that of the source sentence. If
there were several sentences, the maximum depth
was selected. Second, the Levenshtein distance,
which calculates the lowest cost required to convert
one string into another through three operations:
“Insertions, Deletions, and Substitutions,” was used
to evaluate the differences in the strings between
sentence pairs.

http://jreadability.net
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Mainichi Wikipedia
Edit Split Merge Edit Split Merge
Ave. Dependency tree depth ratio 1.02 1.04 1.02 0.83 0.81 0.87
Insertions 6.39 30.37 4.33 2.81 20.53 2.85
Ave. of Levenshtein distance Deletions | 10.32 7.26 4143 | 27.04 28.11 71.04
Substitutions 7.60 20.08 15.84 3.06 23.18 6.83

Table 7: Statistics of our Mainichi and Wikipedia corpora at the intra-sentence level.

Table 7 lists the results of the evaluation metrics.
The dependency tree depth analysis indicates that
applying one of the simplification operations to sen-
tences in the target documents in the Wikipedia
corpus results in simpler sentence structures that
are easier to interpret. Furthermore, the Leven-
shtein distance analysis demonstrates that Dele-
tions were frequently used in both domains dur-
ing Edit and Merge operations, which generate
a single sentence through sentence-level simplifi-
cation. With regard to Split, there are significant
differences in the proportion of Deletions across
domains. These results indicates that each domain
possesses unique characteristics. The Mainichi
corpus demonstrates a proactive approach to lexi-
cal simplification, as evidenced by its high frequen-
cies of Insertions and Substitutions. Conversely,
the Wikipedia corpus emphasizes structural simpli-
fication through content selection and deletion, as
demonstrated by its high Deletions rate and shallow
dependency tree depth.

Comparison to English. We present statistics
from the Newsela corpus (Newsela) and English
Wikipedia (EnWiki) for comparison to investigate
the differences between English and Japanese
simplification. Based on the average number of
words in Table 5, despite the differences in arti-
cle sizes, the compression ratios in MN-MEN and
Newsela are comparable. Furthermore, we fo-
cused on rewriting only the overview sections of
Japanese Wikipedia articles, while Simple English
Wikipedia rewrote the entire article, achieving a
compression ratio twice as high as ours.

To examine changes in sentence length due
to intra-sentence-level text simplification, we ex-
tracted corresponding sentence pairs based on sen-
tence alignments in JADOS. Across all datasets,
simplification resulted in shorter average sentence
lengths. Compared with our Wikipedia corpus
(27.20 — 20.50) and EnWiki (24.71 — 20.06),
Newsela compressed sentences to less than half
their original length (27.81 — 11.30), while the sen-
tence length of Mainichi remained (25.58 — 23.85).
Although our Wikipedia has a slightly higher sen-
tence compression than EnWiki, the target lengths
are nearly the same.
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4. Experiments

This section analyzes the performance of several
existing models to establish baseline results. The
experimental details are provided in Appendix 12.3.

4.1. Datasets

We created experimental datasets using JADOS.
Each MN article, used as a source document in the
Mainichi corpus, was assigned a publication-type
code (e.g., society, editorial, and sports). Simi-
larly, the Featured and Good articles sourced from
the Wikipedia corpus were classified into ten cate-
gories, including philosophy and history. Stratified
sampling was used to divide JADOS according to
the publication-type code and category distribution
for each domain (train:dev:test=8:1:1). No distinc-
tion was made during the experiments between the
use of articles from the Wikipedia corpus and the
iterative summaries created during the simplifica-
tion process as source-target document pairs and
iterative summaries-target document pairs.

4.2. Models

We selected two frequently used baseline mod-
els for the summarization tasks: the LEAD-3
and ROUGE-2 oracle. Additionally, we used the
Luhn (Luhn, 1958) and LexRank (Erkan and Radev,
2004) algorithms as important sentence extraction
methods.

We used two transformer-based models, the
Japanese BART-based model'® pretrained on
Wikipedia and the T5 model'® pretrained on mC42°
and Wikipedia. We fine-tuned these models on the
JADOS training dataset.

Furthermore, we conducted experiments with
single-shot prompting using three GPT-based
large language models: gpt-3.5-turbo-06132",

18https://huggingface.co/kufnlp/
bart-base—-japanese

19https://huggingface.co/megagonlabs/
t5-base-japanese-web

2nttps://huggingface.co/datasets/mc4

'https://platform.openai.com/docs/
models/gpt-3-5
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Mainichi Wikipedia

Ave. Chars D-SARI Dgqq Dge; Dk:eep Ave. Chars D-SARI Daqa Dger kap
LEAD-3 152.12 ( 30.84) 35.34 0.00 70.53 35.48 | 185.89 ( 62.57) 31.59 0.00 62.06 32.71
R-2 oracle | 208.88 ( 40.52) 46.61 0.35 81.44 58.04 | 177.24 ( 47.86) 40.03 0.23 7252 47.34
Luhn 315.68 ( 58.90) 2117 0.18 39.14 24.20 | 225.89 ( 74.51) 25.64 0.06 52.83 24.03
LexRank 277.15 ( 47.38) 23.74 0.00 44.47 26.74 | 198.61 ( 64.28) 29.14 0.05 58.95 28.42
BART 232.62 ( 37.60) 41.90 19.06 64.37 42.28 | 153.08 ( 19.95) 48.94 29.85 74.79 42.19
T5 195.48 ( 35.52) 4250 16.66 69.32 41.52 | 147.32( 23.71) 46.58 26.68 73.85 39.19
gpt-3.5 429.39 (136.75) 19.61 16.84 29.48 12.50 | 393.32 (177.98) 21.70 14.65 38.23 12.23
line 108.65 (101.74) 27.32 1.91 65.63 1442 94.76 (112.22) 2839 255 68.27 14.34
rinna 118.15 ( 91.07) 28.69 142 65.12 19.51 93.60 (113.02) 26.37 2.81 64.67 11.64

Table 8: Average number of characters in the outputs and automatic evaluation results on the Mainichi and

Wikipedia test datasets. Values in brackets in “Ave.

Chars” represent the population standard deviation.

Figure 2: Scatter plots of D-SARI scores against human evaluation scores.
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rinna-3.6B SFT-v222, and line-3.6B SFT33.

4.3. Evaluation Metrics

To evaluate the outputs of each model, we used
D-SARI (Sun et al., 2021), a metric derived
for document-level text simplification tasks from
SARI (Xu et al., 2016). SARI is an automatic eval-
uation metric that compares a system output with
gold references and the input while considering the
aspects of “add, keep, and delete.” D-SARI ap-
plies penalties to these SARI scores based on the
number of words and sentences in the output and
reference to adjust for the document-level simplifi-
cation task. We also presented the average number
of output characters for each model to investigate
whether document length can be controlled through
JADQOS training.

Moreover, we manually evaluated the outputs
of several models selected from 4.2 and the ref-
erences of 40 articles in each domain on a five-
point Likert scale regarding Adequacy (whether the
meaning of the source document is preserved) and
Simplicity (overall readability and comprehensibility
of the article). Native Japanese speakers majoring
in computer science conducted human evaluations.

2nttps://huggingface.co/
rinna/japanese—-gpt—-neox—-3.
6b-instruction-sft-v2

23https://huggingface.co/
line-corporation/japanese-large-1m-3.
6b—-instruction-sft

The Mainichi corpus was assigned to one person,
whereas the Wikipedia corpus was assigned two
people to thoroughly investigate the quality of the
created target documents.

5. Discussion

Automatic evaluation. Table 8 lists the average
character count and the D-SARI scores (includ-
ing “add, keep, and delete” scores) for the out-
puts of each model. The ROUGE-2 oracle gen-
erated summaries using a greedy approach based
on ROUGE-2 scores with gold references and
achieved attained the highest D-SARI score among
summarization methods in both domains, indicat-
ing the upper bound for these methods. This im-
plies that the target documents within JADOS were
not necessarily extracted from the beginning of the
source documents (as with LEAD-3). Furthermore,
by replicating the target documents using important
sentence extraction methods such as Luhn and
LexRank might include important sentences from
the source documents, and sentences intended
to support comprehension for elementary school
students may be included.

The transformer-based models, which were fine-
tuned on JADOS, outperformed summarization
methods in terms of D,44 because they could han-
dle both summarization and simplification. There-
fore, the BART and T5 models had the highest
scores in their respective domains, excluding the
baseline methods. Experiments on the Wikipedia
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Mainichi Wikipedia
Ade. Sim. | Ade. Sim. Ave. Chars
Reference | 3.88 3.50 | 3.30 3.76 147.62
R-2 oracle | 3.65 3.30 | 3.39 3.46 176.80
T5 3.80 3.50 | 3.15 3.73 138.47
gpt-3.5 395 3.48 | 3.38 3.65 365.12

Table 9: Results from the human evaluation and
average character count of the 40 articles in the
Wikipedia test dataset.

corpus demonstrated that the output lengths of both
models were approximately 150 characters, con-
sistent with the length constraint imposed by the
simplification process. Furthermore, the population
standard deviations are smaller than those of the
Mainichi corpus, indicating that the output lengths
are controlled in these models.

The GPT-based models achieved low D-SARI
scores similar to the Luhn and LexRank primarily
because they generated outputs through single-
shot prompting without parameter updates. gpt-3.5
generated outputs with longer average character
counts and showed reluctance toward summa-
rization. The outputs of line and rinna outputs
were shorter, typically below 150 characters, D44
demonstrated a similar degree of extractive sum-
marization methods, indicating reluctance toward
extensive rewriting. These distinctions between the
models were clear.

Human evaluation. Table 9 lists the results of the
human evaluation of reference articles and model
outputs. In terms of Adequacy, gpt-3.5 outputs,
characterized by their reluctance to summarize,
tend to receive higher scores than other methods in
both domains because of their preservation of the
source document contents. In the Mainichi corpus,
the T5 model generated shorter outputs than the
ROUGE-2 oracle, but it still received high Adequacy
evaluations, possibly because the fine-tuning pro-
cess captured the characteristics of the training
dataset into the outputs. The Wikipedia corpus
scored lower than the Mainichi corpus, primarily be-
cause of shorter character counts, indicating that
important content selection occurs, particularly in
the T5 model.

In terms of Simplicity, the T5 model outperformed
the other methods, achieving human scores close
to the reference in both domains. The ROUGE-2
oracle scored the lowest because extractive sum-
marization methods failed to simplify the input text.
Although the gpt-3.5 model scored low in automatic
evaluation metrics, it did not show significant differ-
ences compared with the other methods. Consider-
ing that university students conducted the evalua-
tion, the evaluation criteria for article difficulty may
have differed from those for elementary school stu-
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dents. Therefore, the article length may not have
significantly influenced the evaluation.

The T5 model and gpt-3.5 achieved scores closer
to the references than the ROUGE-2 oracle when
the evaluation of Adequacy in the Wikipedia corpus
was excluded. This suggests that document-level
text simplification models can generate simplified
documents while preserving a level of Adequacy
similar to that of the references. This highlights the
importance of such models.

Figure 2 illustrates the scatter plot that depicts
the correlation between human evaluations and
D-SARI scores. According to Liu et al. (2023), es-
tablishing a human evaluation metric that corre-
lates with automatic evaluation metrics is required
based on references. D-SARI evaluates using the
reference, source document, and output, whereas
human evaluation metrics are solely based on com-
paring the source document with the output. This
probably resulted in a weak correlation.

6. Conclusion

This study addressed the lack of linguistic re-
sources for Japanese document-level text sim-
plification. To achieve this, we created JADOS,
a document-level Japanese text simplification
dataset that encompass news and encyclopedia
domains. The former was extracted from compara-
ble news articles, whereas the latter was developed
from the Japanese Wikipedia by manually creating
its simplified version along with their alignments.
We analyzed the differences in simplification be-
tween the two domains in our dataset and com-
pared them with those of the English datasets. Fur-
thermore, we conducted performance evaluation
experiments on existing summarization and sim-
plification models. Therefore, transformer-based
models fine-tuned on our dataset outperformed ex-
tractive summarization methods and GPT-based
large language models in both domains. More-
over, human evaluation results demonstrated that a
Japanese document-level text simplification model
capable of generating simplified articles while pre-
serving comprehension-critical content is required.

Although large language models did not demon-
strate high simplification scores, they had favorable
scores in human evaluation, indicating room for im-
provement. This implies that there are numerous
valid approaches to simplifying a particular docu-
ment in the document-level simplification task. In
future work, we intend to evaluate document-level
text simplification outputs with target people (i.e.,
elementary school children) and improve our work
by leveraging existing intra-sentence text simplifi-
cation datasets and models.
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8. Ethical Considerations

We outsourced the creation of target documents
for the Wikipedia corpus in 3.1.2 and the annota-
tion for the Mainichi and Wikipedia corpus in 3.2.
We requested the Mainichi corpus at a rate of ap-
proximately 10,785 JPY per day and the Wikipedia
corpus at a rate of approximately 39,880 JPY per
day. These costs are higher than the local average
minimum wage (8,000 JPY per day).

9. Limitations

Our dataset was designed for Japanese, making it
unsuitable for use with other languages. Because
of the lack of a Simple Wikipedia for Japanese, we
manually created the target documents within our
Wikipedia corpus. Although we can anticipate high
simplification quality, the dataset size is significantly
smaller than that of other languages in the same
domain. We anticipate that document-level simplifi-
cation datasets in more languages will be available
in the future. Particularly, in situations with limited
linguistic resources, we hope that our manual cre-
ation process of simplified target documents can
provided guidance.

Furthermore, our dataset primarily simplifies the
provided text at the document level. Therefore,
we do not consider whether the content is suitable
for the target readers, as discussed in educational
studies. We hope to advance interdisciplinary text
simplification research spanning the education and
linguistics fields.
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12. Appendices

12.1.

The summarization task is an important element of
document-level text simplification (Blinova et al.,
2023). Two lines of Japanese summarization
datasets are available.

First, ThreeLineSummaryDataset (Kodaira and
Komachi, 2018) was created by collecting pairs of
Japanese articles and manually generating three-
sentence summaries that were published in Live-
door News?*. As is the case with our dataset, sum-
mary documents are also abstractive and provide
a general understanding of the content of an en-
tire article. They differ from our dataset as the
length of summary documents is fixed at three and
no sentence alignments are provided. Moreover,
JAMUL (Hitomi et al., 2019) and XL-Sum (Hasan
et al., 2021) datasets are available in the news
domain.

Second, the wikiHow dataset (Japanese ver-
sion)?® was created based on the Japanese wik-
iHow, following Koupaee and Wang (2018). The
WikiLingua dataset (Ladhak et al., 2020) also con-
tains Japanese summarization. They are both ex-
tracted from wikiHow, and resources such as Sim-
plified Wikipedia are not available in Japanese.

None of the aforementioned datasets involve any
simplification process. The summarization task
aims to retain key information while removing non-
essential information, whereas the document-level
text simplification contributes to simplification by
adding or retaining relevant sentences. The latter
helps target readers understand the text by adding
explanations using easy-to-understand vocabulary.
Therefore, such simplification rewrites might not be
included in the summary datasets.

Japanese Summarization Datasets

12.2. Dataset Creation Details

12.2.1. Mainichi corpus

Pre-processing of newspaper articles. One
characteristic of MEN is its tendency to include
Japanese syllabaries after Kanji characters, to aid
children still learning pronunciation. As a pre-
processing step, remove the round brackets and
the parenthetical content from MN and MEN.

Morphological analysis. In aligning MN and
MEN articles, we performed a morphological anal-
ysis to create a frequency vector for each article
word. We used MeCab (Kudo et al., 2004) with
mecab-ipadic-NEologd (Toshinori, 2015) for the

nttps://news.livedoor.com/
Bhttps://github.com/Katsumatad20/
wikihow_japanese
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morphological analysis. We extracted verbs, ad-
jectives, and nouns with two or more characters
from the pre-processed articles. Numerals and
stop words were not included.

12.2.2. Wikipedia corpus

Data collection. We gathered Wikipedia source
documents using the wikipedia library?® and fil-
tered out Featured and Good articles unsuitable for
corpus creation, such as those written in bulleted
format. The JADOS Wikipedia corpus employed
the overview sections labeled as #f % (outline),
BEEH (overview), or Bl (broad outline) from the
extracted document. If these sections were not
available, the topmost section was substituted.

Extractive summarization. The extractive sum-
maries created in the summarization step of the
“simplification process” consistently include the ar-
ticle title.

Reason for manually creating a pilot version
of the Simple Japanese Wikipedia. Instead of
translating other languages’ Wikipedia datasets
into Japanese to obtain target documents for
the JADOS Wikipedia corpus, we chose manual
creation. This decision was made due to con-
cerns about the simplification quality within Simple
Wikipedia, as outlined in previous studies (Xu et al.,
2015).

12.3. Experimental Details

12.3.1. Pre-processing of Datasets

The Mainichi and Wikipedia corpora used in the ex-
periment underwent conversion to half-width and
lowercase characters. However, the dataset pre-
pared for BART was converted to full-width charac-
ters and tokenization using JUMAN++ (Tolmachev
et al., 2018)?’. We evaluated after combining the
shared words and converting them back to half-
width characters.

12.3.2. Model Settings

Text summarization methods. The number of
extracted sentences was adjusted to match that of
the gold references in the ROUGE-2 oracle. Mean-
while, the important sentence extraction methods
(Luhn and LexRank) were determined based on
the “Ave. Sent” in Table 5, resulting in six and three
sentences for the Mainichi and Wikipedia corpus,
respectively.

26https://pypi.org/project/wikipedia/
27https://github.com/kufnlp/jumanpp
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BART T5

learning rate le*  7e*
batch size 8 4

# of train epochs 40 20
optimizer Adam  Adam
LR scheduler type Linear Linear
max length 1024 768
repetition penalty 8.0 8.0
# of beams 3 3

Table 10: Hyperparameters for transformer-based
models. The upper is for training, and the lower is
for inference.

gpt-3.5  line rinna
temperature 0.0 1.0 1.0
max tokens 4,096 2,048 2,048
# of beams - 3 3
repetition penalty - 3.0 3.0
do sample - True  True

Table 11: Hyperparameters for GPT-based models.

Transformer-based models. Table 10 presents
the hyperparameters used in the experiments
with BART and T5 models. We evaluated us-
ing the model from the epoch with the highest
ROUGE-Lsum (Lin, 2004) score on the develop-
ment dataset. Experiments were conducted with
three seed values for each model, and Table 8
presents the macro-average D-SARI scores.

GPT-based models. Tables 14 and 15 present
the prompts for each domain given to the GPT-
based models. While the format of prompts differed
slightly by models, we provided the same single-
shot instance for each domain. Furthermore, the
instruction was consistent across models and do-
mains, concretely: “Please convert the article into a
format that is easy for elementary school students
to understand (/NFEAEDHMRE L T WAl FHIZE
1L TL Z&X 0, ) Table 11 lists the hyperpa-
rameters set for the GPT-based model. The line
and rinna generated texts using the decoding strat-
egy known as beam-search multinomial sampling.
Truncation was applied to longer prompts to ensure
an output space of at least 1,024 tokens for gpt-3.5
and 256 tokens in line and rinna. The GPT-based
model’s outputs may include line breaks. Since we
focused on text rewriting, we eliminated these in
the automatic and human evaluations.

12.3.3. Details of Evaluation Metrics

Resources for an automated evaluation metric.
For the evaluation of D-SARI, we used the script
provided by Sun et al. (2021)?8. However, as there

®nttps://github.com/RLSNLP/
Document—-level-text—-simplification/blob/
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5 The entirety of the source document’s content is
retained.

4 While preserving SM and CHE, certain sections
include content unrelated to the subject matter.

3 Only SM and CHE are retained, while content
deviating from the subject matter is removed.

2 SM and CHE have been partially removed.

1 SM and CHE are completely lost, and the content
has changed to something different.

Table 12: Evaluation criteria for Adequacy.

5 An article is simpler than the source document
and understandable for elementary school stu-
dents.

4  An article is simpler than the source document,
but certain parts are still somewhat challenging
to comprehend.

3 There is no difference in terms of simplicity com-
pared to the source document.

2 The article is more challenging to understand
than the source document, although some parts
might feel easier to comprehend.

1 The article is more difficult to understand than the
source document. Also, it is difficult for primary
school students to comprehend.

Table 13: Evaluation criteria for Simplicity.

was no support for Japanese, we conducted word
and sentence counting using MeCab (Kudo et al.,
2004) with ipadic-NEologd (Toshinori, 2015) and
Bunkai (Hayashibe and Mitsuzawa, 2020).

Criteria for human evaluation. Tables 12 and
13 list the evaluation criteria for Adequacy and Sim-
plicity, respectively. Regarding Adequacy, we de-
fined criteria that concentrate on the presence of
the subject matter (SM) and content helpful for el-
ementary school students’ comprehension (CHE)
from the source document. We considered a rating
of 3 points as the highest, ideally consisting only
of the main subject and supporting text for com-
prehension. In terms of Simplicity, we established
criteria to evaluate whether the content is easily un-
derstandable for elementary school students and
whether it is simpler than the source document.

12.4. Additional Analysis of Human
Evaluation

12.4.1. Agreement Degree between Workers

We measured the degree of agreement between
workers of the human evaluations of the JADOS
Wikipedia corpus by Cohen’s « coefficients (Cohen,
1960). The Adequacy score was 0.43, indicating a
weak agreement in determining which content to re-
tain and discard during simplification. Conversely,

main/D_SARI.py

the Simplicity score exhibited low agreement at
0.17. The cause of this is likely due to the human
metric scores being influenced by detailed judg-
ments at the word and syntax levels, as indicated
in Table 13. However, it was rare to find differences
of 2 points or more between annotators (7 out of
200 cases), indicating that substantial differences
were not found in human evaluations.

The correlation between Adequacy and Simplic-
ity scores was -0.07 for the Mainichi corpus and
-0.18 for the Wikipedia corpus, respectively. These
results indicate that human evaluations were inde-
pendent of each other.

12.4.2. Correlation with D-SARI and
Compression Ratios

Figure 3 illustrates the relationship between hu-
man evaluation scores and D-SARI add, delete,
and keep scores, respectively. Adequacy and D,
exhibit a strong correlation among them. The re-
gression line also suggests a relationship where,
as Dy increases to correctly selecting deletion
contents, Adequacy approaches the highest rating
of 3. As illustrated in Figure 2, D-SARI has similar
negative correlations, where Dy influences the
magnitude of the score.

Figure 4 presents a scatter plot of human eval-
uation and compression ratios. In terms of Ade-
quacy, both domains showed positive correlations,
as higher compression ratios indicated a greater
probability of retaining the content from the source
document. However, as indicated in the evaluation
criteria in Table 12, the assessment may vary de-
pending on whether the deleted content contributes
to the main subject or aids comprehension. There-
fore, a strong correlation was not observed.

For Simplicity, the Mainichi corpus showed close
to no correlation, whereas the Wikipedia corpus
exhibited a negative correlation. The Wikipedia
articles offer a comprehensive description of the
details and events related to the title. However, this
result indicates that readers may find it easier to un-
derstand articles when presented with selectively
chosen content, even if the amount of information
provided decreases. This implies that summariza-
tion could lead to improved readability. In the Sim-
plicity evaluation in Table 9, the notable distinction
between gpt-3.5 and the reference articles or the
T5 model in the Mainichi corpus suggests that the
characteristics of this domain may be influencing
the results.

12.5. Cross-Dataset Evaluation

We examined the generalization capabilities of the
BART and T5 models fine-tuned in Section 4 to
different domains. The outputs were generated
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A=Y — NEEOHMUR T VHFICERL TS EZI W, K(NLFSEOHOTH, TR SR E S 1z, BUFOMRAIMTIE, K’
F23X A ERE T HY I =F 21— K7 - STHRAEBET7TOEHE FHEZ2ME, HHEN CRASEMNEAREHLZME, SHERO M IGFIESP
B & DR C 2 MR U 72, MRET TR, Rf2EHE T2m72 7 2A0MEEAE L, MERTIZL 25 EH 72, ZDOH
1326 ENF IR THIFAEM S N2 FE T, M284/57000 AHSINT 2 il L, BUF DG IMHIL EEBERE OMERFICEH M A E &, FRI7I109
ICHIBFE L OETIRE > 72, SEREAREEREP SIS TEHHEEICEZ D, MRABEHICBN, BT L EKFET, MR
WIS TR E R KPR ESFEL TS ] CHERN R EOHRELH . BUFRAEHOREEZIET D5 LTz, @4
TZHHIEIEO ~BORERAT TEYOEEORNDEH 2551%. EHTHEHITIAE > TREEMEL T I W] RELREULY
T — 77, AABUE O & FHIXOE SR BT OE HRERR TH 0. S F 72 C4ER & T3 7 LS4 5 5 H1 h O I B X0 AR R i
ROMBBMUT, NWEFIZ& S, BisGERORM, 448580 R THIRAER S N, 16455 AOSMAHRA END, <NL>V AT L Bt
Ho1H, SHITEHSIAHD D £ L7z, BUFORAIIMITIX, 23K 2B T5Y 7 =F 2 — N73THRAEE7TOEHIE FHIEDL, F
FI7RFIOMZFE L2 L WO B TIHRE D £ U7z, SEBIISVCTEHEEICEE D, RABIERICHSEMELTSML £ Lz, #TL DT
L ERBT, MRE—HAED» S HERN R EOWME 22, BUFHEROREZ RO B2 E L E Uz, ZOHIX26E8E IR TR H D |
#7234 737000 A BN & U7z, WHEIFIZ LD &, BiEDH &2 & =B SSEB O, 448ERF R THIBD D 0. 164575 AHIS N 5 5
AHTT, <NL>—H—: {A MN article you want to simplify.}<NL> > A 5 :

User: Please convert the article into a format that is easy for elementary school students to understand.<NL>On the 1st of Disaster Prevention Day,
disaster drills were conducted in various locations. During the government’s comprehensive drill, a scenario involving a magnitude 7.3 earthquake
originating from the Tokyo 23 wards, with a maximum seismic intensity of seven, directly beneath the capital, was simulated. At the Prime
Minister’s Office, an emergency disaster response headquarters meeting was convened to confirm disaster response procedures and coordination
with the Tokyo Metropolitan Government. In Sagamihara, a joint drill involving nine prefectures and cities was executed in preparation for a
magnitude 7-class earthquake centered in the city. Drills were scheduled in 26 prefectures on this day, with an estimated 2,347,000 participants.
The government’s comprehensive drill emphasized the continuity of capital functions and commenced at 7:10 AM under the assumption of an
earthquake occurrence. Ministers convened at the Prime Minister’s Office, making their way on foot from sites like the Akasaka Dormitory, to
attend the response headquarters meeting. During a teleconference with the Tokyo Metropolitan Government, they received reports from Governor
Yoichi Masuzoe on the extent of the damage, including a large-scale spreading fire and collapsed buildings, and decided to dispatch a government
investigation team. In a press conference as part of the drill, Prime Minister Shinzo Abe urged the public to ensure their safety by communicating
with each other in their neighborhoods if there is a risk of a building collapsing. On the other hand, Sagamihara City’s joint drill occurred at a US
military facility in Japan near JR Sagamihara Station. It was attended by officials from four prefectures, Tokyo and Saitama among them, and
five ordinance-designated cities, including Chiba City, along with Sagamihara citizens. According to the Cabinet Office, drills are scheduled in
44 prefectures during Disaster Reduction Week, with an estimated 16.45 million participants.<NL>System: On the 1st of Disaster Prevention
Day, disaster drills were conducted in various locations. During the government’s comprehensive drill, a scenario involving a magnitude 7.3
earthquake originating from the Tokyo 23 wards, with a maximum seismic intensity of seven, directly beneath the capital at 7:10 AM, was simulated.
The ministers converged at the Prime Minister’s office on foot and proceeded to participate in the response headquarters meeting wearing their
emergency uniforms. During a video conference with the Tokyo Metropolitan Government, they received reports on the extent of the damage from
Governor Yoichi Masuzoe and decided to dispatch a government investigation team. Drills were conducted in 26 prefectures on this day, with an
estimated 2,347,000 participants. According to the Cabinet Office, drills are scheduled in 44 prefectures during Disaster Reduction Week, which
includes Disaster Prevention Day, with an estimated 16.45 million participants.<NL> User: {A MN article you want to simplify.}<NL>System:

Table 14: Single-shot prompting for simplifying MN articles with rinna 3.6B SFT-v2.

IV — NFEOHMUP T VHFICEBRLTIEI N,

MMESFEAHRAREREHIB(ARANE I LI TATVLULEADAE L SIFTAEVE)E, ARSI R EICE D 19754 (R
MB0ME)SHA7HICHRE S N HAR D A AR A 2 g, MEmHESEHFENIFEN)2EABEINTE Y, ZhETABMOMEN
FHTHo-Z LIV FAEDERR L BN T WD, FAERESRE SISO b CldME— 2N AKX 2 EhTwnwb,

VAT b BARBERRFEICED 19755 H17HITHEE S Nz HARD F A HARBREMR IR TT, M (ARANS D) & FEA/NE
MyRB2EEINTED, INETAMOBERHEH(FIEL)THh-oZ LIV FEDHRAV LR NTVWET, JFAH KRB 2K
DHFTIEME— 2RI ARIRMK E SN TWET,

21— —: {A Wikipedia article you want to simplify.}

User: Please convert the article into a format that is easy for elementary school students to understand.

The Minami-lwojima Primitive Nature Conservation Area (Minami-l6jima gensei shizen kankyo hozen chiiki) is a conservation area established in
Japan under the Nature Conservation Law on May 17, 1975 (Showa 50). Encompassing the entirety of Minami-lwojima (located within Ogasawara
Village, Tokyo), this area has been designated, and its pristine natural environment has been meticulously preserved, largely owing to minimal
human intervention. Of all the areas designated for the conservation of pristine natural environments, Minami-lwojima is unique in that access is
restricted across its entire expanse. Among all the regions designated for the Primitive Nature Conservation Area, Minami-lwojima stands out for
its comprehensive restriction of access throughout its entire territory.

System: The area was designated as a Primitive Nature Conservation Area in Japan under the Nature Conservation Law. Encompassing the entirety
of Minami-lwo (Minami-18) jima (located within Ogasawara Village, Tokyo), this area has been designated, and its pristine natural environment has
been meticulously preserved, largely owing to minimal (kihaku) human intervention. Within the designated area of the primeval natural environment
conservation area, Minami-lwo Island is the only region where access is restricted throughout. Among all the regions designated for the Primitive
Nature Conservation Area, Minami-Iwojima stands out for its comprehensive restriction of access throughout its entire territory.

User: {A Wikipedia article you want to simplify.}

Table 15: Single-shot prompting for simplifying Wikipedia articles with line-3.6b SFT.

using test data of different domains from the training
data and evaluated with D-SARI (Sun et al., 2021).

Table 16 lists the results of the cross-dataset eval-
uation. In both domains, evaluating the test dataset
in the same domain as the training dataset yielded
superior D-SARI scores. Comparable results were
consistently observed for the add, delete, and keep
metrics.

BART and T5 models have been pre-trained on
Wikipedia. Therefore, the model fine-tuned on the
Mainichi corpus exhibits a smaller difference in
D-SARI scores across test dataset domains, in-

474

dicating its superior generalization performance. In
contrast, models fine-tuned on the Wikipedia cor-
pus tended to struggle in the news domain. How-
ever, the output lengths are limited to around 150
characters regardless of the test dataset domain.



train Mainichi train Wikipedia
Ave. Chars D-SARI Dada Dger Dkeep Ave. Chars D-SARI Dada Dgel Dkeep
BART-test Mainichi | 232.62 ( 37.60) 4190 19.06 64.37 4228 | 151.38 ( 15.86) 31.74 19.39 53.36 22.48
-test Wikipedia | 256.54 ( 71.19) 38.99 957 7128 36.13 | 153.08 ( 19.95) 48.94 29.85 74.79 4219
T5 -test Mainichi 195.48 ( 35.52) 4250 16.66 69.32 41.52 | 139.31 ( 17.85) 35.61 7.85 68.63 30.35
-test Wikipedia | 183.33 ( 65.84) 36.62 16.78 64.47 28.62 | 147.32( 23.71) 46.58 26.68 73.85 39.19

Table 16: Average number of characters in outputs and automatic evaluation results in the cross-dataset
evaluation. Values in brackets in “Ave. Char” are the population standard deviation. (Grey: results
presented in Table 8; black: results of cross-dataset evaluation)

Figure 3: Scatter plots of D-SARI add, delete, and keep scores against human evaluation scores.
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Figure 4: Scatter plots of compression ratio against human evaluation scores.

Mainichi Wikipedia
5 O D D S0 [ ] 51 -ee & = 0 [ ] 54 54
> 44 % P > 41 > 4
(9] - (6] e
] ] B ————————— [} v} \
g.s— camme ®cmme R B —— g.s— 33
3 R=0238 £ R=-0021 | & R=0349 | E R=-0316
{2— (111 ] [ ] w2 o0 OB [ 1] {2- w2
14 14 149 19
0.‘0 0:5 l.IO l.‘5 0:0 0.‘5 l.‘O l:S 0:0 0.‘5 1.‘0 l.‘5 0.‘0 0:5 l:O l.‘5
Compression ratio Compression ratio Compression ratio Compression ratio

475



Source &R (B> TAB® S [ 2HREG L. JFE the gold-bug)ld. 1843FEICHEK I NI R T — - 7 5 > - K— D/t
O T ZDRPBREANT T, ZOREDY 2R =, FOMMEZTCIIF Y 7TV - Fy NOMFERELYTEETE
H<EBNSRTH D, EMEICEIHBNGIOEENSIIANDBDOD, T2 HWAEHBNIORE ST LB RAaIh TN
B, ZOERE 74TV T747 - XF— - Za—AR—N—)] OMHETEEFZFLLD, R—3HSL L TION VA&
Foo THUER—HHHPWEF CHIZPATREZ S HEHTH S, [HEh] IR-—DOERD S L, HofFaid 5L HIEL
BMENTAEGHE R, BHEWDS Py 72 HRFUICIES S L 2 %&#E 2 17 Ui,

“Ogonchu” (Ogonchu / Koganemushi, original title: the gold-bug) is a short story authored by Edgar Allan Poe, initially published in
1843. This adventure novel follows the narrator, his brilliant friend Legrand, and his servant Jupiter as they embark on a quest
for Captain Kidd'’s treasure, guided by a treasure map. Although not strictly categorized as a mystery novel, this is considered a
pioneering work in integrating cryptography. The story received the first prize in the “Philadelphia Dollar Newspaper” contest,
awarding Poe a cash prize of $100. This income is likely the highest Poe ever received for a single work. “Ogonchu” is the most
widely read work during his lifetime and played a significant role in popularizing the topic of cryptography to the publishing industry.

Reference 1 18434FICHKRINZI N A — - TV - R—DMEH/NHTT, EOFLZOLA, ZTORED, F¥ 7TV - Fv FOUE

ERUM T2 ETEMSERNBTY, BEEAWHENROES T INTVWES, (T4 7FV 747 - XF— -
—a—AR=S—) ORETHREFMEE LY, KR—ZHSI00NVEEE LE,
This short story was authored by Edgar Allan Poe and initially published in 1843. This adventure novel follows the narrator, his
friend, and his servant as they embark on a quest for Captain Kidd’s treasure. This story is considered a pioneering work in
integrating cryptography. The story received the first prize in the “Philadelphia Dollar Newspaper” contest, awarding Poe a cash
prize of $100.

Reference 2 [HEEH] (B TAB® I/ZHRT L), 1843 FICHRIN/ZT N — - TI Y - R—DMEHFNHTT., FEOFLZTOKA
BEM ROMMETICF Y 7TV - Fv FOMREEL LTS ETEAMSFRNGHTT, BSE2HAVZHEINRORS T E
RaIhTEY, BE5L 0 by 72 HRFICAEKHS L E L,

“Ogonchu” (Ogonchu / Koganemushi) is a short story authored by Edgar Allan Poe, initially published in 1843. This adventure
novel follows the narrator, and his friends as they embark on a quest for Captain Kidd’s treasure. This story is considered a
pioneering work in integrating cryptography into mystery novels and widely popularized the topic of cryptography in the publishing

industry.
BART TEEH] (B5TAB® S/ IHARETL) . 184 3FICKRINAZINT— - T IV - K—OFHm/NITT. &0+
EZDIRHBRENNT TV, ZOREDY 2 X —PREOMEMETLIZF ¥ 7TV - Fv FOMEEHEL LT ETEMER

INGET, DEMFS > BIRSFENEME LD F L,

“Ogonchu” (Ogonchu / Koganemushi) is a short story authored by Edgar Allan Poe, initially published in 1843. This adventure
novel, which follows the narrator, his brilliant friend Legrand, and his servant Jupiter as they embark on a quest for Captain Kidd’s
treasure, guided by a treasure map, is the most widely read work during his lifetime.

T5 1BAVFIZRRINIZI NG — - T IV - K—OMERNHTY, EYFLEZTORPBRLANT TV, ZOREDT 2 X —

A EOMEETIZF Y FT Y - v NOMEEFEL LTS ETEHE BMUNSIT, W52 HWAHEFUNSOR ST &6 Rk
INTVET, (#HEH] FR—DERDI bEBESHEENZMFERERD, BEEEWVI Py 7 2HRFIIE<HMS LD D
BEERZUE L,
This short story was authored by Edgar Allan Poe, initially published in 1841. This adventure novel, which follows the narrator, his
brilliant friend Legrand, and his servant Jupiter as they embark on a quest for Captain Kidd’s treasure, guided by a treasure map,
is considered a pioneering work in integrating cryptography into mystery novels. “Ogonchu” is the most widely read work during
his lifetime and played a significant role in popularizing the topic of cryptography to the publishing industry.

gpt-3.5 THEEHR] CWOIERIE, T RA— - 77 Y - K—PB843FITRER L /NG TT . Wakid. 50 FLZTOBVWKALS

FU, ZTLTRHEDYV 2R =N, FOMREF->TF Y 75Ty - v FOREEZADOIT LT TCOEREMTVET,
DIEGIE, B IIIHBNH TR WT A, W52 Mo 2 HBUNHOERIT E LT ThE T, ik, ZoFEMIE
[T45FNT AT - BF— - Za—AR=)—] LWIHED IV F A N TREFFERIERIN, K—IX100 N LOEE%
ZIFED U7, Zhid, K=~ ATHEWERTRHREZBEOFT, BT HHBLVEHTT, [#HedH] & K—OFES
DOFTHo L HELFHENEHTHO, 5LV T2 HIKERICLDBEEHERZLUE L,
“Ogonchu” is a short story authored by Edgar Allan Poe, initially published in 1843. The story follows the adventures of the narrator,
his brilliant friend Legrand, and his servant Jupiter as they embark on a quest for Captain Kidd’s treasure, guided by a treasure
map. Although not strictly a mystery novel, this is known as a pioneering work in integrating cryptography into mystery novels. In
fact, the story received the first prize in the “Philadelphia Dollar Newspaper” contest, awarding Poe a cash prize of $100. This
income is likely the highest Poe ever received for a single work he wrote independently. “Ogonchu” is the most widely read work
and played a significant role in popularizing the theme of cryptography within the publishing industry.

line IRHA—-TIv  K—0 MGl X, 1843FICFHRINALEMRTT,
Edgar Allan Poe’s “Ogonchu” is a story initially published in 1843.
rinna [l 1, 1843FEIZT R A — - T IV - Rl Ko THRINLEHRNHTH Y, BV FLZORMPLRKANVT T v,

ZTOREDY 2R —h, EOMMETCIZF Y 7Ty - ¥y NOUEEZBELYTEETEHEHRNITH 2,
“Ogonchu,” a short story published by Edgar Allan Poe in 1843, is an adventure novel that follows the narrator, his brilliant friend
Legrand, and his servant Jupiter as they embark on a quest for Captain Kidd’s treasure, guided by a treasure map.

Table 17: Examples of outputs generated by transformer and GPT-based models in the Wikipedia corpus.
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