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Abstract

In this study, we present a novel historical Chinese dataset for named entity recognition, entity linking, coreference

and entity relations. We use data from Chinese newspapers from 1872 to 1949 and multilingual bibliographic

resources from the same period. The period and the language are the main strength of the present work, offering

a resource which covers different styles and language uses, as well as the largest historical Chinese NER dataset

with manual annotations from this transitional period. After detailing the selection and annotation process, we

present the very first results that can be obtained from this dataset. Texts and annotations are freely downloadable

from the GitHub repository.
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1. Introduction

Named-entity recognition (NER) is the Natural

Language Processing (NLP) task consisting in

identifying and classifying mentions of entities in

texts. These mentions belong to a set of prede-

fined categories, among which people, locations,

and organizations are the most common.

In this paper, we present a new historical Chi-

nese dataset 1 with named entities belonging to

6 main classes, entity linking from two databases,

co-reference and biographical relationship. These

annotations were made on two sources of partic-

ular interest for digital humanities research, news-

papers, and biographies.

Historical newspapers are rich sources of textual

information, offering invaluable insights into cul-

ture, society, and politics. These records pro-

vide a unique vantage point for understanding the

transformation of one of the world’s oldest civiliza-

tions, particularly in the context of China. How-

ever, accessing and deciphering content from his-

torical Chinese newspapers presents numerous

challenges. This is primarily due to the evolution of

the Chinese language, its scriptural nuances, and

the inherent complexities of named entities within

them. Traditional Named Entity Recognition sys-

tems, predominantly designed for contemporary

texts, falter when applied to historical content due

to variations in language usage, orthography, and

the presence of now-archaic terminologies. More-

over, the task is further complicated when these

entities need to be linked contextually to their his-

torical significance or to other related entities.

Simultaneously, Latin scripts have seen progress

in historical NER and Named Entity Linking (NEL).

This is partially facilitated by the abundance

1https://gitlab.com/enpchina/ENP-NER

of well-preserved records, a continuity in script

forms, and an active academic community that

leverages these texts for socio-historical analy-

ses. This work has provided significant insights

into Latin-based languages and their historical tra-

jectories

Yet, delving into historical Chinese newspapers,

especially those from the 19th and 20th centuries,

is laden with challenges. Firstly, preservation con-

cerns are paramount. Many newspapers from this

period were printed on materials susceptible to

deterioration, making them ephemeral in nature.

Given the turbulent historical events in China dur-

ing these two centuries, including theOpiumWars,

the fall of the Qing Dynasty, the Republican era,

and the rise of the People’s Republic, many publi-

cations were lost to time, conflict, or were inten-

tionally destroyed. Such geopolitical upheavals

and sociocultural revolutions often led to the sys-

tematic obliteration of records or negligent preser-

vation.

Secondly, the linguistic landscape of China has

undergone significant evolution. The newspapers

of the 19th and early 20th centuries witnessed a

diverse range of linguistic styles, from Classical

Chinese to various vernacular forms, and regional

dialects. This multitudinal linguistic representa-

tion, while culturally rich, poses considerable chal-

lenges in interpretation and understanding, espe-

cially when compounded by the evolution of Chi-

nese characters and the eventual simplification

movement in the mid-20th century.

Additionally, access to these newspapers is lim-

ited due to their rarity and the specialized nature

of collections that house them. Many exist only in

select archives, private collections, or specialized

institutions, often with restricted access.

Within this context, NER in historical Chinese
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newspapers becomes even more complex. Con-

temporary NER systems, optimized for present-

day language, are ill-equipped to deal with the

aforementioned linguistic diversity and the nu-

ances of historical references.

Recognizing this gap, we present a meticulously

curated historian-annotated dataset designed for

the identification and contextual understanding of

named entities in historical Chinese newspapers.

This dataset, which combines the insights of his-

torical experts with linguistic expertise, not only

captures named entities but also offers contextual

annotations linking them to their historical signif-

icance. The introduction of this dataset aims to

pave the way for improved machine learning mod-

els and enhanced scholarly research in the realm

of historical Chinese texts.

We begin this paper by contextualizing our re-

search within the broader landscape of historical

NER datasets studies, emphasizing the gaps in

existing research pertaining to historical Chinese

texts.

Subsequently, we delve into an extensive

overview of the sources and databases that have

formed the foundation of our study.

We then proceed to elaborate on the guidelines

we have established for annotation, meticulously

crafted to ensure consistency, precision, and his-

torical contextual relevance.

Following this, we offer an overview of the dataset,

elucidating its structure, the diverse range of

named entities it encompasses, and the potential

it holds for researchers and linguists in their en-

deavors.

In the final phase of our research, we present our

preliminary findings based on the dataset, high-

lighting its effectiveness in enhancing the accu-

racy of NER systems tailored for historical Chinese

texts. Furthermore, we provide baseline insights

that may pave the way for future research direc-

tions.

The ultimate goal of this research is to shed light

on the untapped potential of historical Chinese

newspapers, equipping researchers with more ro-

bust tools to facilitate their investigations in this do-

main.

2. Related Work

Years of intensive digitization endeavors have re-

sulted in an unparalleled quantity of historical doc-

uments now accessible in digital formats, com-

plete with text that machines can process. This

technological advancement has significantly en-

hanced the preservation and accessibility of his-

torical records. However, it has concurrently cre-

ated fresh opportunities for mining the content

contained within these digitized archives. Con-

sequently, the foremost challenge at present lies

in the development of technology adept at swiftly

and effectively searching, retrieving, and navigat-

ing the wealth of information contained within this

expansive repository of historical data.

In pursuit of this objective, the recognition of

named entities assumes a central position. How-

ever, it is noteworthy that despite its considerable

significance, the majority of research efforts within

NLP have primarily focused on contemporary data

and text.

While contemporary data presents its own set

of challenges and complexities, historical docu-

ments introduce a unique dimension to named

entity recognition. Historical texts often contain

language variations, outdated terminology, and

context-specific references that differ significantly

from modern language. This poses a distinctive

set of challenges for developing and fine-tuning

NER systems that are capable of effectively han-

dling historical content.

In light of this, there is a growing need for special-

ized research and technology development in the

field of named entity recognition for historical doc-

uments.

Several research initiatives have recognized this

necessity and established annotated datasets

based on historical sources, aiming to gain a bet-

ter understanding of how current NLP methods

perform. Nevertheless, these endeavors, primar-

ily centered around the development of datasets

from newspapers of that era, have been rela-

tively scarce and primarily confined to languages

of Latin origin, as seen in the following datasets.

Corpus Period Lang. # NEs

Quaero 19C fr 147,682

Europeana 19C fr, de, nl 40,801

Finnish 19C-20C fi 26,588

Czech Hist 19C cz 4,017

HIPE 18C-21C de, en, fr 19,848

NewsEye 19C-20C de, fr, fi, sv 30,580

Table 1: Historical newspapers NER datasets.

TheQuaero Old Press corpus (Rosset et al., 2012)

was the first and biggest dataset, which com-

prises 295 pages from French newspapers dating

back to December 1890. It has reasonably good

OCR quality and annotators corrected inaccura-

cies, making it useful for testing NER systems in

the presence of OCR errors. The Europeana NER

corpus (Neudecker, 2016) is a substantial collec-

tion of NE-annotated historical newspaper articles

in Dutch, French, and German, primarily from the

19th century. They were selected randomly from

the Europeana newspaper collection, with a fo-

cus on pages having at least 80% word-level ac-

curacy. While three entity types were considered

(person, location, organization). The Finnish NER
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Corpus (Kettunen et al., 2016) consists of digitized

journals and newspapers published between 1836

and 1918. It features manual OCR correction by

librarians and manual or semi-automatic NE an-

notations. The Czech Historical Corpus (Hubková

et al., 2020) is a smaller dataset created from the

year 1872 of the Czech title Posel od Čerchova. It

encompasses annotations for six entity types and

was manually annotated by only two individuals.

The HIPE Corpus (Ehrmann et al., 2020), cover-

ing approximately 200 years (1798-2018) of his-

torical news in French, German, and English, was

sourced from Swiss, Luxembourgish, and Amer-

ican newspapers. OCR quality varies, and the

corpus follows Impresso guidelines. The News-

Eye Dataset (Hamdi et al., 2021) is a substantial

collection of articles from newspapers published

between the mid-19th and mid-20th centuries in

French, German, Finnish, and Swedish. It covers

four entity types and uses guidelines similar to Im-

presso.

These datasets, summarized in Table 1, are just

a part of the broader landscape of annotating his-

torical documents. Various other sources, includ-

ing literary works, medical journals, travelogues,

and more, have undergone entity annotation as

well (Ehrmann et al., 2021).

Nonetheless, as of now, there has been a notable

absence of annotated Chinese newspapers from

this specific historical period using this particular

form of annotation. In essence, such annotated

resources for this era have yet to be made acces-

sible to the wider public or research community.

This gap underscores the need for more compre-

hensive efforts in this area to enhance our under-

standing of historical Chinese documents and fa-

cilitate broader academic research.

3. Description of the Sources

3.1. Text sources

In our pursuit of conducting thorough annotations,

we have taken a deliberate approach in selecting

two specific types of sources that hold great signif-

icance in the field of historical research. These two

sources include a newspaper, providing valuable

contemporary insights into events and perspec-

tives of the past, and a multilingual biographical

dictionary, a comprehensive reference tool con-

taining information about notable individuals from

various backgrounds and regions.

We will provide further information and context

about these sources, describing their relevance

and importance.

ShenBao, also known as Shun Pao or Shanghai

News, was a leading newspaper in Shanghai from

1872 to 1949. Established by British businessman

Ernest Major, it stood out as one of China’s pio-

neering modern newspapers, renowned for its in-

dependence and reliability, navigating through sig-

nificant political and social changes in China.

Newspapers are a most relevant source for ana-

lyzing long-term patterns of linguistic and concep-

tual changes (Hengchen et al., 2021). The news-

paper that we used as a core resource represents

a huge collection of more than 2.2 million articles

published between 1872 and 1949. The Shenbao

was the first daily newspaper published in Chinese

in Shanghai. Originally, a local publication, it be-

came at once a national newspaper read through-

out the empire. It also set the matrix for the subse-

quent newspapers that appeared at the turn of the

century. For almost thirty years, the Shenbao set

the tone, the pace and the model of news-writing,

thereby creating a language in itself, the same lan-

guage found in later publications (Mittler, 2004).

Using ShenBao for a Named Entity Recognition

(NER) dataset offers several advantages:

• Historical Depth: Spanning over seven

decades, ShenBao has a lot of informa-

tion about events, personalities, and societal

changes, offering a diverse range of entities

for annotation.

• Cultural and Political Significance: Given its

role in shaping public opinion during pivotal

moments, such as the anti-Japanese senti-

ment and political shifts, the newspaper can

provide contextually rich sentences, essential

for high-quality NER datasets.

• Diverse Content: As a major newspaper,

ShenBao covered various topics, from politics

and economics to culture and society, ensur-

ing a broad spectrum of named entities.

• Language Evolution: The long publication

span of ShenBao can help capture the evo-

lution of the Chinese language and terminolo-

gies over time, making the dataset compre-

hensive and linguistically diverse.

In addition, when we compare this source to oth-

ers within the same volume from the same time

period, it is important to note that this particular

source did not undergo Optical Character Recog-

nition (OCR) processing. Instead, the textual con-

tent of this newspaper was retyped entirely by hu-

man effort.

This manual retyping process aimed to reproduce

the original text faithfully, resulting in a remarkable

degree of fidelity. While there may be occasional

human errors in recognizing specific characters,

the overall textual content closely mirrors the con-

tent of the original source.
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This meticulous transcription approach distin-

guishes this source, ensuring that it retains the

nuances and authenticity of the original material.

It provides researchers with a valuable resource

that closely resembles the historical text, with only

minor imperfections stemming from the human el-

ement of transcription.

Who’s Who is an American publisher of a number

of directories containing short biographies. The

books are usually entitled Who’s Who in… fol-

lowed by some subject, such as in our case, Who’s

Who in China. Basic information, including their

date and place of birth, their educational back-

ground, and the past and current positions they

held in various institutions. Since the individuals

were still living at the time of publication, such

sources did not cover their entire life. Despite

their incompleteness, their added value compared

to dictionaries lies in the fact that they provide

a highly detailed list of positions, often with their

exact date, including participation in social clubs

and associations. Efficiently extracting this infor-

mation, including named entities and their con-

textual relationships, and seamlessly linking these

entities across different languages is a matter of

paramount significance for historians. It empow-

ers researchers and scholars to gain a compre-

hensive understanding of historical events, rela-

tionships, and networks that transcend linguistic

and geographical boundaries.

In our selection process, we randomly selected a

total of 181 newspaper articles to construct our

dataset. These articles were chosen to span a

wide timeframe, ranging from 1872 to 1947. We

ensured an even distribution across the years

within this specified period, ensuring that our

dataset represents a comprehensive view of his-

torical content over time.

Furthermore, we extended our selection to encom-

pass 15 bilingual biographies. Within this subset,

we allocated 5 biographies for each of the specific

years: 1917, 1925, and 1944, which are our only

years with the bilingual version.

3.2. Databases

Wikidata is an open and structured knowledge

base containing extensive information about var-

ious entities such as people, places, events, and

concepts. It can be used to cross-reference histor-

ical entities, facilitating a more comprehensive un-

derstanding of historical narratives and contexts.

Its multilingual support is particularly useful for

dealing with historical texts written in different lan-

guages or involving figures and events from vari-

ous regions.

However, it is important to note that while Wiki-

data strives for accuracy and comprehensiveness,

there might be instances where certain historical

entities are missing or incomplete. Nevertheless,

having access to partial information on Wikidata

is often better than having no reference at all. The

collaborative nature of Wikidata means that data is

continually refined and expanded, potentially filling

gaps in historical knowledge over time.

At the time of writing, Wikidata includes over 100

million entries edited by more than 23,000 contrib-

utors.

The Modern China Biographical Database

(MCBD (2021)) constitutes a core initiative to

establish a long-term publicly accessible resource

for historical research in the China field. The

temporal coverage of the database is 1830 to

1949, namely it includes all the individuals born

between 1800 and 1930 who were active in

China during this period, regardless of their origin,

nationality and the duration of their presence in

China. This period covers the newspaper period

of our study. By using it, we cover entities not

present in contemporary databases and also

open up the possibility of entity linking to other

databases smaller than Wikidata. At the time of

writing, MCBD holds data on more than 153,000

individuals, with information on 165,000 positions

and 36,000 curricula/degrees, as well as 18,000

institutions and 16,000 companies.

4. Annotation Process

In order to efficiently and comprehensively anno-

tate the 196 documents in our dataset, we orga-

nized the annotation process into three distinct

groups, each involving three annotators. These

groups were responsible for different subsets of

the documents based on the type of content to be

annotated.

Two of these groups were tasked with annotating

the newspapers, with one group handling 101 ar-

ticles and the other focusing on 80 articles. The

third group of three annotators was specifically as-

signed to annotate the 15 multilingual biographies

contained within the dataset.

To ensure consistency and uniformity across the

annotations, each of these three groups employed

the same annotation tool and strictly adhered to a

shared set of guidelines.

Furthermore, to confirm that all annotators had a

clear and consistent understanding of the guide-

lines, a set of five articles outside the primary batch

was collectively annotated. This process helped

establish a common baseline of understanding
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among the annotators, ensuring the quality and re-

liability of the annotations throughout the dataset.

4.1. Annotation Guidelines

For this annotation campaign, we relied heavily on

the Impresso (Ehrmann et al., 2019) guideline,

which we adjusted to suit our needs and the re-

quirements of the Chinese language.

The Impresso guideline outlines various named

entity types for annotation. For individuals, there

are specific categories to denote a single person,

a group of people like a musical band, and authors

of newspaper articles. Locations are categorized

based on administrative divisions such as towns

and nations, physical features like geographical

and hydrological entities, and other classifications

like facilities and addresses. Organizations are di-

vided into administrative bodies and entities that

offer products or services. There are also cate-

gories for media products, doctrines, and absolute

dates. Additionally, certain flags can be applied to

these entities, such as ”unresolvable” for ambigu-

ous entities, ”noisy entity” for unclear ones, and

”literal” for those with a direct meaning. The guide-

lines emphasize using specific subtypes for anno-

tation, and in cases of uncertainty, an ”unknown”

subtype can be used, especially for locations in the

annotation project.

In comparison with this guideline, we have dif-

ferentiated between two types of dates: absolute

and relative. Absolute dates are dates that ap-

pear in the following format: YYYY or YYYY-MMor

YYYY-MM-DD. Relative dates are dates that can

be calculated in reference to a specific point in time

(foundation of the Republic, imperial reigns). The

point of reference may or may not be explicit in the

text.

In addition, we have also decided to annotate

named events. Events refer to named events such

as wars, political movements, meetings of organi-

zations, etc.

We also added entity linking, which consists in link-

ing the named entity found in the text with its avatar

defined by a unique identifier in our two external

knowledge base. This is a crucial task for disam-

biguating names. A given entity can appear un-

der different names. Conversely, different persons

can share the same names. As for the Impresso

guideline, entity components and nested entities

are excluded from the linking.

We have also added a coreference annotation.

Coreference is the task of finding all expressions

that refer to the same entity in a text. We link the

named entities that are mentioned in a text with

all their alternative forms in the same text, without

annotating them as named entities.

We have also added an annotation layer reserved

for biographies, that of relationships with func-

tions. The objective is to connect entities that are

interrelated, such as a position (comp.func) that a

person held in an organization (org.) at a given

time (time) and place (loc).

Finally, the nature of the Chinese language makes

it possible to detach the names of various enti-

ties from the entity they refer to. We then decided

to annotate these discontinuous entities as a rela-

tionship between the various parts.

The complete guideline will be available in the data

repository.

4.2. Annotation Tool

We used, INCEpTION (Klie et al., 2018), an in-

teractive platform designed for linguistic annota-

tion. It provides a rich set of features to support

the annotation, curation, and management of lin-

guistic data. In INCEpTION, users log in to access

their annotation projects from a central dashboard.

Once a document is opened for annotation, they

can navigate and create various annotations, with

the sidebar offering tools like search and statis-

tics. Additionally, there is a curation phase where

annotations from multiple annotators are merged

using different strategies, and workload manage-

ment tools help in tracking annotator progress.

When using INCEpTION to annotate named enti-

ties based on the Impresso guidelines, the primary

goal is to identify and annotate all named men-

tions within the text. The guidelines provide spe-

cific categories, such as persons, organizations,

locations, productions, and time, each with its dis-

tinct subtypes. For instance, a person can be an

individual, a collective, or an article author. Anno-

tators should always opt for the most specific label

available, using only subtypes for manual annota-

tion. If there is uncertainty about the exact subtype

of an entity, the ”unknown” label can be applied,

though this is mainly reserved for locations in the

Impresso context.

5. Results

5.1. Curated dataset

Upon the conclusion of the annotation process,

our dataset comprises 196 fully annotated docu-

ments, collectively featuring a total of 6,491 identi-

fied entities distributed across 121,971 characters

from the three annotation batches.

Across three distinct batches of data, an average

inter-annotator agreement of 73% (measured us-

ing Cohen’s kappa2) was observed. Specifically,

there was a higher level of agreement, reaching

77%, in the annotation of biographies. In con-

trast, the agreement was slightly lower, at 72%,

in the annotation of newspapers. While this score

2An agreement refers to a similar annotation across

all tasks for a particular entity.
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is somewhat below the levels seen in other cor-

pora listed in Table 1, where agreements generally

reach or exceed 80%, it remains a notably strong

level of agreement.

It is worth highlighting that achieving high inter-

annotator agreement can be particularly challeng-

ing when dealing with historical Chinese texts from

this specific period. The language nuances, varia-

tions, and intricacies present in these documents

pose unique difficulties for annotators. Therefore,

even though the agreement is not as high as some

other corpora, it is a commendable accomplish-

ment given the complexities inherent in annotating

historical Chinese text from this era.

Finally, it is important to note that obtaining these

6,491 entities involved a curation process. This

step was conducted by a historian who meticu-

lously reviewed and refined the annotations across

all three distinct batches of data. This curation

ensured the accuracy, consistency, and historical

relevance of the identified entities, enhancing the

overall quality of our dataset for research and anal-

ysis.
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Figure 1: Number of entities annotated by year in

our dataset.

Our annotation statistics, outlined in Table 2 for

named entities and Table 3 for linking, provide

a comprehensive overview of our dataset’s com-

position and the effectiveness of our annotation

process. One noteworthy aspect is the well-

balanced distribution of entities across the three

major classes: location (loc), organization (org),

and person (pers). This balance reflects our com-

mitment to inclusivity and ensuring that our dataset

covers a diverse range of entity types, enriching its

utility for a variety of research purposes.

An interesting observation emerges when we con-

sider the inclusion of the MCDB linking database

Types Subtypes Count

event 84

loc 1579

adm.town 723

adm.reg 285

adm.nat 264

oro 106

fac 80

add.phys 50

phys.hydro 38

phys.geo 20

adm.sup 8

unk 5

org 1524

ent 514

busi 340

adm 263

edu 193

asso 185

ent.pressagency 29

pers 2192

ind 2153

coll 39

prod 58

creation 38

media 17

doctr 3

time 1054

abs.year 328

abs.day 109

abs.month 104

rel.day 204

rel.year 132

rel.month 98

rel.ref 79

all 6491

Table 2: NER statistics of our dataset.

KB Count Unique

Wididata 1827 620

MCDB 1421 613

Both 874 285

Table 3: NEL statistics of our dataset. Both: The

entity is linked in both databases. Unique : count

of unique identifiers

alongside Wikidata. This addition has proven

highly valuable, as it has enabled us to estab-

lish a total of 547 links that would have other-

wise remained inaccessible if we had relied solely

on Wikidata for entity linking. This underscores

the significance of leveraging multiple resources

to enhance the completeness and richness of our

dataset, allowing researchers to access a more

extensive network of linked information and facili-

tating more robust analyses and insights.
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5.2. Evaluation

To initiate an initial assessment of our freshly an-

notated dataset, we have divided it into two distinct

segments. The first segment constitutes the train-

ing set, encompassing 90% of the articles, and it

is accessible without restrictions. The second seg-

ment, which makes up the test set, comprises the

remaining 10% of the dataset and the gold anno-

tations will be released at a later time.

To ensure a balanced representation of our

dataset over time, we used a random selection ap-

proach. Specifically, we randomly sampled 10%

of the articles from each year within our corpus.

This meticulous process was carried out to guar-

antee that our test set maintains an even distribu-

tion across different time periods.

Subsequently, we proceeded to train multiple

models for the named entity task, aiming to es-

tablish an initial performance baseline using our

dataset. Our primary goal in this evaluation was

to assess how different word representations in-

fluence the models’ performance.

Given that we are operating within a transitional

phase of the Chinese language, it became cru-

cial to gauge the significance of contemporary

language models (LM) compared to their coun-

terparts trained on ancient Chinese. We sought

to determine whether applying state-of-the-art

language models designed for modern Chinese

would yield comparable results to those trained

specifically for historical Chinese, recognizing the

evolving nature of the language and its impact on

NLP tasks.

Our approach involved leveraging a conventional

fine-tuning process, which included modifying a

transformer-based language model and incorpo-

rating an additional classification layer specifically

designed for the NER task. To ensure robustness

and accuracy in our NER model, we conducted a

comprehensive evaluation.

The evaluation of each language models specifi-

cally adapted for the nuances of Chinese language

processing is based on the average of 20 separate

training runs.

We then selected 6 different LMs, 3 trained on con-

temporary data and 3 on historical data :

• Bert (Devlin et al., 2019) the de facto lan-

guage model transformers who were trained

mainly on the Chinese Wikipedia (which was

translated into simplified and traditional Chi-

nese).

• Bert-wwm (Cui et al., 2019) uses the whole

word masking strategy during training, as it is

more suitable for processing Chinese. Also

trained on the Chinese Wikipedia, they use

both Simplified and Traditional Chinese in this

dump and do not convert the Traditional Chi-

nese portion into simplified one. They also

use in-house collected extended data con-

tains encyclopedia, news, and question an-

swering web.

• MacBert (Cui et al., 2020) based on the same

data and strategy as (Cui et al., 2019) they

change the learning task by correcting words

in the sentence.

• SIKU (Wang et al., 2021) is a Bert model

trained on the ”Siku Quanshu” dataset, allow-

ing a model with a larger vocabulary than the

bert-base (+8663 entries).

• Bert-ancient (Wang and Ren, 2022) Trained

on a larger-scale dataset from the same pe-

riod as SIKU, which results from a larger vo-

cabulary than SIKU. (+8417 entries)

• Guwen 3 a RoBERTa model pre-trained on

the daizhige dataset which contains 15,694

books in Classical Chinese.

LMs Precision Recall F1

Bert 54.10% 59.61% 56.72%

Bert-wwm 51.24% 58.69% 54.70%

MacBert 55.53% 61.27% 58.26%

Siku 53.70% 60.36% 56.83%

Bert-ancient 43.65% 54.95% 48.64%

Guwen 41.50% 46.58% 43.89%

Table 4: Results obtained by the different LMs on

the Chinese part of our dataset.

The results from this experiment, as detailed in

Table 4, shed light on the complexities involved

in working with documents from this transitional

period. Determining the linguistic characteristics

of the Chinese language during our specified pe-

riod of interest (1872-1947) is not a straightfor-

ward task. Contrary to initial assumptions, the lan-

guage used during this era does not necessarily

lean closer to contemporary Chinese than it does

to ancient Chinese.

Additionally, the results raise intriguing observa-

tions about the language models, which were

not specifically trained on press-related content,

we employed. Our dataset seems to align

more closely with the linguistic patterns found in

Wikipedia-like language than with the language

typically encountered in literary works or historical

news articles.

These outcomes underscore the imperative need

to employ specialized approaches when working

with data from this specific historical period. One

potential avenue for improvement could involve

3https://huggingface.co/ethanyt/guwenbert-base
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training languagemodels on a dedicated corpus of

historical press articles. Such an approach would

better capture the unique nuances, vocabulary,

and language dynamics characteristic of the tran-

sitional period, thus enhancing the accuracy and

effectiveness of language models in handling this

type of historical data. This highlights the impor-

tance of tailoring NLP techniques to the unique

challenges posed by historical documents, ensur-

ing a more accurate and insightful analysis of this

rich historical context.

6. Discussion

The experiments conducted, and the results ob-

tained using this new dataset are, at this stage,

in a preliminary phase of exploration. Given the

unique nature of this dataset and the diverse range

of annotations it encompasses, there are numer-

ous avenues for research and study. It stands out

as an exceptional resource within the field of NLP.

For each of the proposed tasks within NLP, such

as named entity recognition, entity linking, corefer-

ence resolution and relation extraction, the chal-

lenges and methodologies employed vary sig-

nificantly. This diversity is largely attributed to

the complex nature of the dataset, which encom-

passes a language, Chinese, that is undergoing

continuous evolution. Managing these distinct

NLP tasks within the context of a rapidly changing

language presents several formidable challenges

for automated language processing.

Beyond the realm of NLP, this dataset holds im-

mense potential for linguists and, undoubtedly,

scholars in the domain of digital humanities. It

serves as a valuable asset for delving into the in-

tricacies of a language that is in a constant state of

flux. Furthermore, it is a testament to the interdis-

ciplinary nature of digital data, offering an expan-

sive landscape for exploration and analysis that

transcends conventional boundaries. This dataset

not only provides insights into language and his-

tory but also highlights the collaborative synergy

between technology, culture, and human scholar-

ship.

To foster collaboration and engagement among

these diverse communities, we have a broader vi-

sion in mind. We intend to incorporate this dataset

into an evaluation campaign dedicated to the pro-

cessing and analysis of historical documents. This

initiative goes beyond the mere provision of data;

it aims to create a dynamic platform where re-

searchers, historians, linguists, NLP experts, and

digital humanities scholars can collectively con-

tribute, evaluate, and advance the state of the art

in historical document analysis. That is why we are

keeping the test set gold annotations at this time.

7. Conclusion

Within this research paper, we proudly release a

novel dataset meticulously annotated for named

entities, entity linking, coreference, and relational

information. This rich dataset draws its content

from Chinese newspapers and biographies, en-

capsulating a treasure trove of historical and lin-

guistic insights.

The extensive annotation process, as well as the

promising initial results we have presented, instill

in us the conviction that this dataset holds substan-

tial potential and utility for a wide array of research

endeavors spanning diverse domains. Whether

it be in the realms of linguistics, history, natural

language processing, or digital humanities, this

dataset promises to be a valuable asset, facilitat-

ing nuanced analyses and enhancing our under-

standing of the Chinese language and its historical

context.

Building upon this foundation, we are currently en-

gaged in a two-pronged effort. Firstly, we are dedi-

cated to crafting annotations that are intricately de-

signed to capture the nuances of events within the

newspaper data. This initiative underscores our

unwavering commitment to continually enhance

and fine-tune the dataset, aligning it with the evolv-

ing requirements of researchers and scholars. We

aim to ensure that this dataset maintains its endur-

ing relevance and continues to play a pivotal role

in advancing knowledge and scholarship.

Concurrently, we are actively involved in the devel-

opment of NLP approaches tailored specifically to

handle this distinct type of data. This journey be-

gins with the refinement and training of language

models customized to the unique characteristics

of Chinese as it appears in historical newspapers

during our defined period of interest. This proac-

tive approach underscores our dedication to ad-

vancing the capabilities of NLP techniques for ef-

fectively processing and extracting insights from

historical sources, thereby contributing to a deeper

understanding of our linguistic and historical her-

itage.
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