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Abstract
Despite the remarkable achievements of Large Language Models (LLMs) in various Natural Language Processing
tasks, their competence in abstract language understanding remains a relatively under-explored territory. Figurative
language interpretation serves as ideal testbed for assessing this as it requires models to navigate beyond the literal
meaning and delve into underlying semantics of the figurative expressions. In this paper, we seek to examine the
performance of GPT-3.5 in zero-shot setting through word-level metaphor detection. Specifically, we frame the
task as annotation of word-level metaphors in proverbs. To this end, we employ a dataset of English proverbs and
evaluated its performance by applying different prompting strategies. Our results show that the model shows a
satisfactory performance at identifying word-level metaphors, particularly when it is prompted with a hypothetical
context preceding the proverb. This observation underscores the pivotal role of well-designed prompts for zero-shot
settings through which these models can be leveraged as annotators for subjective NLP tasks.
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1. Introduction

Recently, Large Language Models (LLMs) has
been the focus of attention for their remarkable
achievements in sophisticated and complex NLP
tasks (Brown et al., 2020; Radford et al., 2019; Das-
gupta et al., 2022). One interesting domain that has
yet to receive comprehensive scrutiny is the models’
abilities in understanding abstract language con-
structs, particularly within the domain of figurative
language. Figurative language is very common in
everyday discourse, and they require to surpass
straightforward literal interpretations. Proverbs are
one of the most widely used source of figurative
language, and they can be defined as fixed ex-
pressions conveying a well-established truth or a
moral lesson in a short manner (Charteris-Black,
1995). They can also be considered as condensed
expressions of cultural wisdom since they encapsu-
late generations of collective knowledge, offering
insights into social values and shared experiences
(Mieder, 1985).

A noteworthy characteristic of proverbs is their
pervasive use of metaphors. Accurate interpre-
tation of proverbs is rooted in metaphorical map-
pings, mapping the experiences from concrete do-
mains onto abstract domains (Lakoff and Johnson,
1980). Furthermore, understanding the figurative
meaning in proverbial expressions also assisted
by several types of reasoning including analog-
ical and cause-and-effect reasoning (Gibbs and
Beitel, 1995). Therefore, successful identification
of metaphors present in the proverbs serves as
valuable testbed for evaluating language models’
capabilities and limitations in abstract language
understanding.

Figure 1: Prompt types

It is also significant to highlight that due to
the intrinsic subjectivity and inherent ambiguity of
metaphor interpretation, metaphor annotation tasks
often exhibit lower levels of inter-annotator agree-
ment, even amongst trained annotators (Sandri
et al., 2023). The evaluation of models’ perfor-
mance in metaphor identification offers valuable
insights into the feasibility of their potential to serve
as automated annotators alternative to human an-
notators, particularly in subjective NLP tasks with
large-scale or time-sensitive annotation require-
ments. Furthermore, deployment of automated
annotators holds promise in mitigating potential bi-
ases inherent to human annotation process which
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can be influenced by personal experiences or cul-
tural backgrounds, thereby enhancing the overall
reliability and replicability of the annotation process.

This study aims to evaluate the inherent abstract
language understanding capabilities of GPT-3.5,
particularly in the context of word-level metaphor
identification within proverbs. To achieve this,
we designed and implemented different prompt-
ing strategies in zero-shot setting, and assessed
their effectiveness in metaphor detection.

2. Related Work

Prior research in figurative language has encom-
passed a range of topics, including metaphor de-
tection and generation (Leong et al., 2020; Pra-
manick et al., 2018; Gao et al., 2018; Yu and Wan,
2019; Chakrabarty et al., 2021). Additionally, cer-
tain studies have delved into cognitively-inspired
methodologies for identification of metaphors (Tur-
ney et al., 2011; Tekiroğlu et al., 2015; Mykowiecka
et al., 2018). For instance, Shutova et al. (2016) in-
tegrated combination of linguistic and visual embed-
dings while Swarnkar and Singh (2018) leveraged
the contrast between the target word and its con-
text. Mao et al. (2018) tackled the task of word-level
metaphor detection by comparing a target word’s
context with synonyms and hypernyms retrieved
from WordNet. Although metaphor generation re-
mains relatively under-studied area, Chakrabarty
et al. (2021) introduced an approach centered on
the substitution of relevant words within a literal
expression.

Regarding figurative language interpretation and
comprehension, the main approach has involved
framing it as paraphrasing task (Bizzoni and Lap-
pin, 2018; Mao et al., 2018). However, recent ad-
vances in Large Language Models (LLMs) have
ushered in a fresh wave of investigations. Recently,
Prystawski et al. (2022) analyzed metaphor under-
standing in GPT-3 using chain-of-thought prompts
inspired by psychological models while Wachowiak
and Gromann (2023) probed GPT-3 in identifying
the source domain of the metaphors. Liu et al.
(2022) designed a Winograd-style task to evaluate
the nonliteral language understanding and reason-
ing capacities of both auto-regressive and masked
language models. In the most related recent work,
authors introduced a dataset of proverbs paired
with narrative context and benchmarked several
LLMs on proverb recommendation given the nar-
rative to test their abilities on abstract language
understanding and analogical reasoning (Ghosh
and Srivastava, 2022).

3. Dataset

We evaluate model’s performance of word-level
metaphor detection in proverbs on PROMETHEUS
dataset (Özbal et al., 2016). The dataset consists
of 1054 English proverbs and their equivalents in
Italian. Proverbs are annotated with word-level
metaphors, overall metaphoricity degree together
with the meaning of the proverb. Annotation was
carried out by multiple annotators and agreement
among annotators reported as 0.76 and 0.74 for
token-level metaphors and metaphoricity degree
respectively. The authors of the dataset collected
the English proverbs from a dictionary of proverbs
while the meanings of proverbs were gathered from
various sources including Wiktionary1 and Free dic-
tionary by Farlex2. As focus of our work is only
English, we discarded Italian proverbs.

3.1. Dataset Expansion
A line of work in cognitive psychology and psycholin-
guistics has shown that illustrating proverbs with
hypothetical context is a widely used strategy in
humans and it facilitates the process of making
connection between the proverb and its underly-
ing meaning (Pasamanick, 1983; Gibbs and Beitel,
1995). In order to evaluate impact of providing
a contextual illustration of the metaphorical map-
ping on the LLM’s performance in detecting word-
level metaphors, the current dataset was expanded
with hypothetical context sentences that are ap-
propriate to precede the proverb. For expanding
the dataset with context sentences, first we col-
lected example usages of proverbs in sentences
from Free dictionary by Farlex. Proverbs which
were not present in the dictionary therefore didn’t
have example sentences were discarded from the
dataset. The remaining 891 proverbs, their mean-
ings, and example sentences were divided into two
and provided to two proficient English speaking
NLP researchers for context sentences creation.
They were asked to modify the example sentences
in a way that it would create the hypothetical con-
text for the proverb that is aligned with the meaning
of the proverb and suitable to precede the proverb.
After context sentences were created by one an-
notator, they were verified and modified whenever
necessary by the other annotator.

4. Experimental Setup

In this section, we describe the model, types of
prompts, and the metrics employed for evaluating
the model’s performance.

1https://en.wiktionary.org/
2http://idioms.thefreedictionary.com/

https://en.wiktionary.org/
http://idioms.thefreedictionary.com/
http://idioms.thefreedictionary.com/
http://idioms.thefreedictionary.com/
https://en.wiktionary.org/
http://idioms.thefreedictionary.com/
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4.1. Model
In our experiments, we used OpenAI’s GPT-3.5
model. In particular, we selected the most ad-
vanced DaVinci model, text-davinci-003 as subject
of our analysis. While the precise parameter count
is not disclosed by OpenAI, it is known that the
model is fine-tuned with Reinforcement Learning
from Human Feedback (RLHF). DaVinci is one of
the most capable models in the GPT-3.5 family as it
reported to outperforms other models on common
benchmarks (Chen et al., 2023). The model was
prompted using OpenAI’s official API. We set the
maximum number of tokens to 256 and the temper-
ature parameter was set to 0 to have more precise
results.

4.2. Prompt Types
Figure 1 shows the prompt types we employed.
We designed and tested three different types of
prompts specific to our task. In all prompts, the
main instruction was “Identify the words that are
used metaphorically in the proverb.” Based on the
type of the prompt, the model received a different
instruction before this fixed instruction. To mirror hu-
man annotation process, we initially presented the
proverb along with its meaning. Here, the model is
first instructed to read the proverb and its meaning;
then identify the metaphorical words in the proverb.

Subsequently, we drew inspiration from the zero-
shot chain-of-thought (CoT) prompting approach,
to implicitly force the model to engage in reason-
ing. Kojima et al. (2022) introduced zero-shot-CoT
prompts which is constructed by adding the phrase
“Let’s think step by step” after the input to decom-
pose the complex tasks and extract step-by-step
reasoning without few-shot demonstrations. It has
been shown that LLMs prompted with zero-shot-
CoT yields to better performance on several reason-
ing benchmarks compared to zero-shot LLMs. In
our case, we first tasked the model with providing
the meaning of the proverb before proceeding to
metaphor identification. By introducing this inter-
mediate step, we anticipate the model to exhibit an
improvement in word-level detection of metaphors,
as asking to provide the meaning potentially guide
the model towards utilizing reasoning.

Finally, we explored the prompts involving hypo-
thetical contexts, as described in section 3.1. The
objective of this investigation is to assess whether
providing a contextual illustration of metaphorical
mapping would enhance the model’s ability to de-
tect metaphorical words. This involved presenting
the context and proverb as separate sentences,
with the proverb immediately following the context
sentence. Additionally, we included the phrase “Af-
ter all” before each proverb to ensure a coherent
and meaningful connection between two sentences,

Prompt Type GTC HTC LTC
Proverb + Meaning 0.177 0.176 0.201

Only Proverb 0.371 0.363 0.596
Context + Proverb 0.565 0.484 0.651

Table 1: Word-level metaphor detection results:
Ratio of overlapping token count to Ground Truth
Token Count (GTC), Highest Token Count (HTC)
and Lowest Token Count (LTC) among both anno-
tations.

and to signal the proverb. Similar to the approach
taken in the second prompt, the initial instruction
to the model was to provide the meaning of the
proverb.

Cohen’s Kappa
Proverb + Meaning 0.009

Only Proverb 0.226
Context + Proverb 0.099

Table 2: Agreement between GPT-3.5 and human
annotations for overall metaphoricity

4.3. Metrics
To evaluate the model’s performance in word-level
metaphor identification across different prompt
types, we employed three distinct metrics, all of
which incorporate a measure of overlap with hu-
man annotations.

The initial metric, denoted as Ground Truth To-
ken Count (GTC), involves computing the ratio of
detected words both by the model and humans to
the number of ground truth words annotated by hu-
mans. This metric specifically evaluates the align-
ment between the model and human judgments,
and offers a direct comparison point for the model’s
capacities. To ensure a balanced comparison and
account for potential variation in the number of
labeled words, Highest Token Count (HTC) and
Lowest Token Count (LTC) metrics are also com-
puted. While HTC measures the ratio of overlap-
ping tokens to the maximum count of labeled words
among the model’s answers and human annotation
sets, LTC metric computes such ratio relative to the
minimum number of words from both sets.

In addition, we estimated the agreement be-
tween the model and human annotations for over-
all metaphoricty. Specifically, we considered a
proverb labeled as metaphorical by the model if the
model identified at least one token as metaphorical,
and not metaphorical if it identified none as such.
Given the absence of binary annotations from hu-
mans regarding overall metaphoricity, we deemed
proverbs labeled with a metaphoricity degree of
‘slightly metaphorical’ and ‘very metaphorical’ as
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metaphorical for the purposes of this assessment.
The agreement between the model and humans
was determined by Cohen’s kappa coefficient.

5. Results

Table 1 presents the evaluation of DaVinci’s perfor-
mance in word-level metaphor detection across all
prompt types using the metrics outlined in section
4.3. Notably, when the prompt included both the
meaning and the proverb, the model exhibited a
weak performance in identifying metaphorical to-
kens in comparison to human annotators. It poses
a challenge for the model to interpret underlying
figurative meaning of the proverb when prompted
with a condition similar to those provided to hu-
mans. Conversely, the model’s performance sig-
nificantly improves when instructed to provide the
meaning of the proverb before identifying metaphor-
ical words(p < .05). By including this intermediate
step in the task, the model appears to be able to
make more meaningful connections between the
words and their metaphorical usage in the proverb.
The inclusion of hypothetical context preceding the
proverb seems to be the most effective prompt type
as we obtained the best results under this condi-
tion across all metrics. The model is able to iden-
tify metaphorical tokens more precisely when the
metaphors are contextually illustrated.

Our evaluation of overall metaphoricity reaffirms
the model’s limited capacity in identifying the figura-
tive meaning of proverbs when prompted with their
corresponding meanings (See Table 2). Intriguingly,
introduction of hypothetical context, while leading to
a satisfactory performance for token-level metaphor
identification, does not enhance the performance
in identifying whether a given proverb is metaphori-
cal. One possible explanation of this observation
could be attributed to the domain of metaphorical
mapping; in cases where metaphorical mappings
require higher level understanding of the physical
world, the model may encounter difficulty in estab-
lishing links between the hypothetical context and
the proverb. Further in-depth analysis are essen-
tial for understanding the interaction between the
nature of metaphor domains and the performance
of the model.

6. Conclusion

The goal of this paper was to evaluate the abstract
language understanding capacity of large language
models, specifically OpenAI’s GPT-3.5 DaVinci
model, in the context of word-level metaphor detec-
tion within English proverbs. Our findings reveal nu-
anced insights into the model’s performance under
different prompting conditions. We find that when
prompted with the proverb and its corresponding

meaning, the model faced challenges to identify
metaphors. On the other hand, a notable improve-
ment was observed when the model was instructed
to provide the meaning of the proverb prior to iden-
tifying metaphorical tokens. This intermediate ap-
peared to foster the model to utilize reasoning and
make more meaningful connections. Furthermore,
introduction of contextual illustration preceding the
proverb in the prompt proved to be most effec-
tive prompt type for token-level metaphor detection.
While this approach is promising for word-level de-
tection, it did not enhance model’s performance
for detection of overall metaphoricity. We leave for
future work the in-depth analysis of interaction be-
tween the model’s performance and the metaphor
domain. These insights also pave the way for fu-
ture research in utilizing large language models for
streamlined and efficient annotation process in sub-
jective NLP tasks, particularly those encompassing
figurative language.
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