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Abstract
Contrary to common belief, there are rich and diverse data sources available for many thousands of languages,
which can be used to develop technologies for these languages. In this paper, we provide an overview of some of
the major online data sources, the types of data that they provide access to, potential applications of this data, and
the number of languages that they cover. Even this covers only a small fraction of the data that exists; for example,
printed books are published in many languages but few online aggregators exist.
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1. Introduction

More than 7,000 languages are spoken around
the world today (Eberhard et al., 2024).1 Ef-
forts are ongoing to extend technology to many
more of the world’s languages (Ruder, 2022), in
many different settings: industry labs, for exam-
ple Meta’s No Language Left Behind (NLLB Team
et al., 2022; Pratap et al., 2023) and Google’s
1,000 Languages Initiative (Bapna et al., 2022);
NGOs, for example SIL’s work supported by AWS;
universities; and grassroots research communities
like Masakhane.

There is clear demand for language technolo-
gies in many communities (Littell et al., 2018;
Mager et al., 2018; Soria et al., 2018; van Esch
et al., 2019; Öktem et al., 2020) but much work re-
mains to be done (Blasi et al., 2022; Ranathunga
and de Silva, 2022; Simons et al., 2022).

Extending technologies like keyboards, speech
recognition, speech synthesis, machine transla-
tion, and language learning applications to hun-
dreds or even thousands of languages involves ad-
dressing a number of areas. The first and most
important is to establish the needs and wishes of
language communities in this regard. Depending
on socio-cultural factors specific to each commu-
nity, one or more language technologies may not
be helpful, and some languages may not need
any technology at all. Bird (2022) categorizes
languages into three major groups: local, con-
tact, and standardized languages, and questions

1This paper focuses on spoken languages. Lan-
guage technology for signed languages also deserves
greater attention – see e.g. Karpov et al. (2016); Papas-
tratis et al. (2021); Yin et al. (2021) – but is beyond the
scope of this paper.

whether most language technologies are desirable
for local languages, since people who speak these
languages may communicate and exchange infor-
mation in very different ways than Western soci-
eties.

With the community’s wishes established, the
more technical and operational aspects of lan-
guage technology development need to be consid-
ered.2 All language technologies need (1) algo-
rithms and modeling approaches, like BERT (De-
vlin et al., 2019) or wav2vec (Schneider et al.,
2019); (2) data, e.g. a text corpus; (3) infrastruc-
ture to train and evaluate models, e.g. PyTorch or
TensorFlow; (4) compute to train models; (5) distri-
bution platforms like Android or iOS to launch and
maintain new models and iterate based on user
feedback, and (6) awareness campaigns and edu-
cation programs to inform people about the avail-
ability, use cases, and limitations of a new lan-
guage technology.

Historically, the main bottleneck has been a
combination of (1) and (2). Because algorithms
and modeling approaches required lots of data,
and that data wasn’t easily available in the quan-
tities required, a narrative took hold that extend-
ing language technology to hundreds or even thou-
sands of languages would be nearly impossible.
In the meantime, though, keyboard apps have
been able to make progress, as relatively little data
is needed to develop the language technologies
needed to enable smart keyboards. Many hun-
dreds of language varieties are supported by in-

2Here we are assuming (1) the language in question
has a writing system in use, and (2) foundational tech-
nologies like Unicode, fonts and rendering are already
in place for the script that the community uses to write
the language.

https://ai.facebook.com/research/no-language-left-behind/
https://blog.google/technology/ai/ways-ai-is-scaling-helpful/
https://www.sil.org/about/news/sil-international-named-winner-2022-amazon-web-services-imagine-grant-nonprofits
https://www.masakhane.io/
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dustry products like Gboard and SwiftKey, as well
the less-centralized KeyMan. In addition to these
large-scale “massively multilingual” efforts, other
initiatives like FirstVoices have built keyboards tai-
lored to one specific language or a smaller set of
related languages.

Thanks to an impressive amount of research
progress in algorithms and modeling techniques,
it is now possible to get to acceptable levels of ac-
curacy and usability even for more advanced tech-
nologies like machine translation, speech recogni-
tion, and speech synthesis using orders of mag-
nitude less data (Ruder, 2022). Some recent ex-
amples of progress in this space include OpenAI’s
Whisper, a massively multilingual ASR model
(Radford et al., 2022), HuggingFace’s BLOOM,
a multilingual large language model (Workshop,
2022), or the Aya model, a massively multilingual
instruction-finetuned language model (Üstün et al.,
2024).

Of course, some language-specific data is still
required, and this remains a bottleneck (Ruder
(2022) “Challenge #1: Limited Data”). Joshi et al.
(2020) analyze the size of labeled data resources
to assess the state of NLP for 2,485 languages, of
which fully 2,191 (88.17%) are classified as hav-
ing “exceptionally limited resources”, meaning “it
will be a monumentous, probably impossible effort
to lift them up in the digital space” and noting that
“88% of the world’s languages [have] virtually no
text data available to them while 5% of languages
[have] very limited text data available.”

However, we do not believe the situation is actu-
ally that bleak, as only a few data sources were
taken into consideration for the study by Joshi
et al. (2020). For labeled data, the LDC catalog
and the LRE Map are used, and Wikipedia for
unlabeled data. But aggregators of linguistic re-
search like OLAC and Glottolog, for example, list
many more resources. And for machine transla-
tion, aggregators OPUS-MT and WMT are not con-
sidered, although those mainly drive the progress
in the field. There exist also data and model cat-
alogues for specific geographic regions, like Lan-
frica (Emezue and Dossou, 2020a) for NLP re-
sources for African languages, or continually grow-
ing community-driven data collections like the Hug-
ging Face Hub or the BigScience Catalogue of
Language Data and Resources (McMillan-Major
et al., 2022) or Zenodo. Of course, data could also
exist beyond what is known and tracked by these
online aggregators.

Our aim is to expand awareness of covered re-
sources in the community and show that there is
data available for thousands of languages, across
many different data types, building on work done
in Prasad et al. (2018). While there are clear dif-
ferences in the amount of data available across

languages, we think our findings warrant a re-
evaluation of the general discourse in the field
around the unavailability of any resources that
could be used for developing language technol-
ogy. Our findings align with assessments that
“data scatteredness (rather than scarcity) is the pri-
mary obstacle” (Arora et al., 2022), and that “data
is hard to come by, but the ‘zero-resource’ sce-
nario is a myth” (Pine, 2022). We find the framing
by Neubig et al. (2022) helpful: it’s not that there
aren’t any resources, it’s just that they need to be
unlocked if there is a desire to build technology.

To be clear, we do not doubt that for many lan-
guages, very few resources exist at all – there are
certainly languages where even basic linguistic re-
search has not yet been done, and no writing sys-
tem exists, and the first order of business is there-
fore language documentation (Gippert et al., 2006;
Seifart et al., 2018; Hammarström, 2019).

With recent progress towards building high qual-
ity solutions with smaller amounts of data, we think
it is time for the field of NLP to consider data types
and sources that have typically been too small or
too challenging to use in the development of lan-
guage technologies. Smaller efforts targeting a
few languages have led the way here, but mas-
sively multilingual efforts have typically been re-
stricted to a few hundred languages at most, e.g.
Leong et al. (2022).

To support this emerging trend, in this paper we
provide an overview of various data types, cov-
ering the ways in which each data type can be
applied to build language technologies. We then
survey various data sources, showing that data is
available for thousands of languages. Finally we
discuss how more data can be created, and give a
brief overview of available tools which can be used
to develop technologies for more languages.

2. Data Types and Applications

2.1. Language Metadata

Massively multilingual approaches require an un-
derstanding of what languages should go into the
models and systems. For example, what are the
1,000 most widely spoken languages? What writ-
ing systems are in use? Historically, Ethnologue
has been the primary source for this kind of infor-
mation. More recently, open-source efforts such
as Glottolog (Hammarström et al., 2024), van Esch
et al. (2022), Kargaran et al. (2023) and Ritchie
et al. (2024) have been making this kind of data
available to everyone. Language metadata can
also be used for planning, prioritization and anal-
yses like the present study of existing coverage in
various data sources.

https://play.google.com/store/apps/details?id=com.google.android.inputmethod.latin&hl=en_US&gl=US&pli=1
https://www.microsoft.com/en-us/swiftkey
https://keyman.com/
https://www.firstvoices.com/
https://www.ldc.upenn.edu/
https://lremap.elra.info/
http://www.language-archives.org/
https://glottolog.org/
https://opusmt.wmflabs.org/
https://machinetranslate.org/wmt
https://lanfrica.com/
https://lanfrica.com/
https://huggingface.co/datasets
https://huggingface.co/datasets
http://23.251.145.180:8501/
http://23.251.145.180:8501/
https://zenodo.org/search?q=nlp&f=resource_type%3Adataset&l=list&p=1&s=10&sort=bestmatch
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2.2. Language Research and Typology

Research works such as descriptive grammars,
and more sophisticated analyses built on top
of them, can inform language technology de-
velopment. Resources like Glottolog aggregate
linguistic research publications, and the infor-
mation these contain can be extracted to cre-
ate typological databases like WALS (Dryer and
Haspelmath, 2013) and Grambank (Skirgård et al.,
2023). These record properties of a language, like
word formation strategies, morphological marking,
word order parameters and syntactic features in
machine-readable format. These can be used in
multilingual modeling, for example in cases where
it is desirable to group languages which have sim-
ilar features, e.g. Ponti et al. (2019).

2.3. Input, Orthography, and Digitization

Another kind of language resource that is not truly
in-language data is orthographic resources, like
KeyMan layouts and the LDML layout repository,
and exemplars in Unicode’s CLDR describing the
characters that make up the language’s writing
system. Defining a standard set of orthographic
symbols (and conventions, where possible) for a
language is critical for many technologies, such as
building keyboards or normalizing text.

2.4. Text

2.4.1. Monolingual

Moving on to in-language resources, monolingual
text is the most commonly available, meaning
text which is almost entirely in a single language.
Monolingual text can be found online in thousands
of languages (Prasad et al., 2018), but may also
exist in hand-written manuscripts, typed format,
or in published print format. Another common
type of text data is wordlists, which are some-
times given along with frequencies in a text cor-
pus. Resources like Wikipedia, the Wikimedia In-
cubator, and StoryWeaver attach an ISO 639 lan-
guage label the text, making it easy to identify as
being in the target language. Even without lan-
guage labels, it is relatively simple to crawl the
web for machine-readable text using text language
identification models, see e.g. Brown (2014);
Caswell et al. (2020); Abadji et al. (2022). There
are also examples of more targeted efforts, e.g.,
for Uralic languages (Arkhangelskiy, 2019), Pe-
ruvian languages (Bustamante et al., 2020), Ice-
landic (Snæbjarnarson et al., 2022), Norwegian
(Kummervold et al., 2022), Latvian (Saulite et al.,
2022), community-driven web crawls (Körner et al.,
2022), and news corpora crawls (Palen-Michel
et al., 2022).

Monolingual text enables a broad range of
language technologies, e.g., spelling correction,
word prediction and auto-correct in smartphone
keyboards. When combined with other lan-
guages in a massively multilingual model, mono-
lingual text can also enable machine transla-
tion (Siddhant et al., 2020; Ko et al., 2021) and
through inclusion in massively multilingual lan-
guage models like mBERT (Devlin et al., 2019),
mT5 (Xue et al., 2021) or BLOOM (Workshop,
2022), natural-language understanding (NLU) and
natural-language generation (NLG) tasks like part-
of-speech tagging, intent classification, question
answering, and summarization (through transfer
learning where these tasks were learned from an-
notated data in other languages). In addition, com-
bining text data with easily-curated grapheme-to-
phoneme (G2P) mappings (Bleyan et al., 2019;
Wiesner et al., 2019) enables speech recognition
(Prasad et al., 2019; Li et al., 2022). For languages
where a keyboard layout does not yet exist, mono-
lingual text can enable rapid creation of a draft lay-
out for human editing (Breiner et al., 2019).

We are not aware of any work that enables ex-
tending speech synthesis to new languages based
on monolingual text alone, but otherwise it is pos-
sible to build usable technology like keyboards,
speech recognition and machine translation with
just this kind of data.

2.4.2. Parallel (Bilingual)

Similar to monolingual texts, a parallel text is a
piece of writing in a particular language but cru-
cially, it is paired at the sentence or document
level with a translated version in another language.
Parallel texts are often created in settings like
the EU and the UN, but may also arise from
translation of religious materials (Agić and Vulić,
2019; McCarthy et al., 2020b; Akerman et al.,
2023), fiction/non-fiction books, manuals, and so
on. They can also be created for language learn-
ing purposes, where a narrative is written in two (or
more) languages as a learning aid. Parallel texts
can also be mined from the web, though Kreutzer
et al. (2022) find significant quality issues with mul-
tilingual corpora available online. The main aggre-
gator of parallel data is OPUS, which includes data
from Debian, Mozilla, and LibreOffice (Tiedemann
and Thottingal, 2020).

The primary application of parallel texts is ma-
chine translation. Even for machine translation
models trained primarily with monolingual text, a
small parallel corpus is still required for evaluation
of the model. Of course, the monolingual text parts
of parallel corpora can be also used for all the pur-
poses mentioned above.

https://github.com/keymanapp/keyboards
https://unicode.org/reports/tr35/
https://cldr.unicode.org/
https://incubator.wikimedia.org/
https://incubator.wikimedia.org/
https://storyweaver.org.in/
https://opus.nlpl.eu/
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2.5. Audio

Audio data consists of recordings of speech, either
with or without accompanying transcriptions. The
total percentage of transcribed audio is not known,
but is likely to be orders of magnitude lower than
all audio data available.

Untranscribed audio comes in the form of
videos, archival material from language documen-
tation projects and oral history archives, record-
ings of TV and radio broadcasts, and podcasts.
Some examples of repositories include Global
Recordings Network, which contains recordings
of Biblical texts; VoxPopuli, which consists of
recordings of European Parliament events (Wang
et al., 2021); and radio broadcast collections, e.g.
Danos and Turin (2021); Doumbouya et al. (2021)
(see also Radio Garden).

Transcribed audio consists of audio data with ei-
ther close word-for-word transcriptions, or looser
types of transcription. Some examples of multilin-
gual transcribed audio repositories include CMU
Wilderness (Black, 2019), Linguistic Data Consor-
tium, Mozilla Common Voice, LDCIL for Indian
languages, SADiLaR for South African languages,
and Librispeech for audiobooks.

Speech recognition can be achieved using text,
untranscribed or transcribed audio — see e.g.
(Chen et al., 2022) for an example of multilingual
speech recognition with untranscribed audio — but
in practice it is usually done using transcribed or
loosely transcribed audio. In many cases, as little
as an hour of transcribed audio can be sufficient
when using a model pretrained on untranscribed
audio (Tyers and Meyer, 2021), and like parallel
text data for machine translation, more transcribed
data is required to evaluate model quality.

High quality single-speaker transcribed corpora
like those listed by Foong (2022) can be used for
speech synthesis. There are efforts to achieve
speech synthesis with smaller amounts of data,
e.g., Yang and He (2020); Casanova et al. (2021);
Pine et al. (2022); Meyer et al. (2022), but the
bottleneck may now be text normalization (Sproat
et al., 2001), the development of which can be par-
tially automated with structured data from ques-
tionnaires and repositories like CLDR (Ritchie
et al., 2019, 2020).

2.6. Multi-Modal

Multi-modal data includes video, for example
signed bible translations (Gueuwou et al., 2023),
combined image and text data like comic books
(see VLRC), story books from StoryWeaver or the
Bloom Library, or tagged image sets like Open Im-
ages. Multi-modal data can be used for a variety of
NLP tasks, see Leong et al. (2022) for an overview.
Social media also offers combined video, image

and text data, see Cassels (2019) for discussion.

2.7. Structured Data

Structured data comes in various forms, and un-
like other data types discussed above, is usually
created with a specific purpose related to linguis-
tic research, NLP or other related applications in
mind. Some important types include (1) phoneme
inventories e.g., PHOIBLE, which can be used to
develop G2P mappings for speech recognition and
speech synthesis; (2) morphological paradigms,
e.g., UniMorph, used for NLP tasks like stemming
and part-of-speech tagging; (3) syntactic param-
eters, e.g., Universal Dependencies and Gram-
bank, which are similarly used for various NLP ap-
plications; (4) descriptive grammars and the data
they contain, including interlinear glossed exam-
ples (Bender et al., 2013), which can be accessed
through tools like KORP (Virk et al., 2020) and
can be used in NLP applications; and (5) number
names and verbalization data e.g. CLDR or Un-
iNum which demonstrate how written numeric to-
kens like, ‘123’, ‘$1’ or ‘10m’ are read in the spo-
ken domain, and are used in speech synthesis and
speech recognition.

3. Existing Data

In this section we document in more detail various
online resources that either directly serve or refer-
ence data of the types discussed above. Some
cover many hundreds or thousands of languages,
while others have a more specific focus, for exam-
ple a particular geographical region. Table 1 sum-
marizes our (non-exhaustive) survey of 70+ on-
line multilingual resources, and Table 2 focuses on
bilingual and monolingual resources, which tend
to be bottom-up data sources from researchers
within language communities. The first column
lists the names of the resources and provides a
link to the resource homepage, the second column
shows the types of data which the resource cov-
ers, the third column provides a brief description
of the resource, the fourth column either cites the
paper which introduced the resource, or cites the
resource itself, and the final column lists the num-
ber of languages which each resource self-reports
as covering, with a link to a list of the languages,
or some other method for finding the languages
covered, e.g. a search tool.

It is notable that a few resources cover more
than 7,000 languages, as this is commonly cited
as the total number of languages spoken today.
Looking at these cases, it seems that a differentia-
tion is not made between languages and language
varieties. Where it is possible to make the distinc-
tion, we have only listed varieties which are asso-

https://globalrecordings.net/en
https://globalrecordings.net/en
https://radio.garden/
http://festvox.org/cmu_wilderness/
http://festvox.org/cmu_wilderness/
https://www.ldc.upenn.edu/
https://www.ldc.upenn.edu/
https://commonvoice.mozilla.org/en
https://www.ldcil.org/
https://sadilar.org/index.php/en/
https://www.openslr.org/94/
https://www.visuallanguagelab.com/vlrc
https://storyweaver.org.in/
https://bloomlibrary.org/read
https://storage.googleapis.com/openimages/web/index.html
https://storage.googleapis.com/openimages/web/index.html
https://phoible.org/
https://github.com/unimorph
https://universaldependencies.org/
https://spraakbanken.gu.se/korp/
https://github.com/google-research-datasets/uninum
https://github.com/google-research-datasets/uninum
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Table 1: Online resources, data types and language coverage
Resource Data types Description Reference # Languages
Panlex automatic translation; wordlists Cross-cultural lexical database Kamholz et al. (2014) 13213
Wikidata language metadata Knowledge base for linked data Vrandečić and Krötzsch (2014) 10287
Glottolog reference materials; family trees;

language metadata; language
varieties

Linguistic reference database Hammarström et al. (2024) 8604

Wiktionary language metadata Writing system definitions Wikimedia (2024c) 8178
ScriptSource orthography Writing system resources SIL International (2024b) 8150
Hugging Face Hub machine learning models; data NLP models, data and documentation Hugging Face Inc. (2024) 8132
URIEL feature vectors Database of language features Littell et al. (2017) 8070
Glosbe automatic translation; wordlists Multilingual online dictionary Glosbe (2024) 7930
Wikipedia demographic information; lan-

guage metadata; orthography;
phoneme inventories; grammat-
ical data; language varieties

Encyclopedia Wikimedia (2024b) 7862

Lexvo knowledge graph Linked data about languages de Melo (2015) 7772
LinguaMeta language metadata Language metadata database Ritchie et al. (2024) 7511
GlotScript language metadata Writing systems metadata Kargaran et al. (2023) 7479
Ethnologue language metadata Language metadata database Eberhard et al. (2024) 7151
Joshua Project demographic information; lan-

guage metadata; audio data
People group information Joshua Project (2024) 7140

Global Recordings Network audio data; language varieties Audio scripture Global Recordings Network (2024) 7069
OLAC reference materials; audio data;

speech data
Language archive Simons and Bird (2003) 6907

ASJP comparative wordlists Wordlist database Wichmann et al. (2022) 5590
Zompist number names Number names database Rosenfelder (2023) 5260
Lexibank comparative wordlists Wordlist database List et al. (2022) 4069
DiACL grammatical data; wordlists Atlas of comparative linguistics Carling et al. (2018) 3420
WALS grammatical data World Atlas of Language Structures Dryer and Haspelmath (2013) 2662
Faith Comes By Hearing speech data Audio scripture Faith Comes By Hearing (2024) 2469
Grambank grammatical data Grammatical features Skirgård et al. (2023) 2467
Phoible phoneme inventories Phoneme inventory database Moran and McCloy (2019) 2186
An Crúbadán text corpora Text resources Scannell (2007) 2093
KeyMan keyboard layouts; orthography Keyboard input method editor SIL International (2024a) 2000
Lanfrica data; machine learning models;

reference materials
Catalogue for African languages Emezue and Dossou (2020a) 1940

Omniglot language metadata; phoneme
inventories; orthography

Language encyclopedia Ager (2024) 1775

ABVD wordlists Vocabulary database Greenhill et al. (2008) 1693
Rosetta Project reference materials Language archive The Long Now Foundation (2024) 1300
FUN LangID LangID model LangID model Caswell (2023) 1633
Unilex words and frequencies Word frequency database Unicode (2024b) 1000
OPUS parallel text corpora Open parallel corpus Tiedemann and Nygaard (2004) 721
CMU Wilderness speech data Speech datasets Black (2019) 699
Native Languages of the Americas language metadata; reference

materials
Language materials archive Native Languages of the Americas (2020) 615

Bloom Library multi-modal Educational books Leong et al. (2022) 550
Forvo speech data Pronunciation examples Pierson (2015) 453
MADLAD-400 text corpora Common-crawl documents Kudugunta et al. (2023) 419
Tatoeba parallel text corpora Sentence corpus Tiedemann (2020) 419
Intercontinental Dictionary Series wordlists Wordlist database Borin et al. (2013) 334
Wikimedia incubator encyclopedias New encyclopedias incubator Wikimedia (2024a) 320
Leipzig corpora text corpora Text corpora database Biemann et al. (2007) 274
Phonemica speech data Interactive phonetic atlas van Dam et al. (2021) 240
CLDR formatting; number names Common Locale Data Repository Unicode (2024a) 239
African Storybook text corpora Storybooks for African languages Stranger-Johannessen and Norton (2017) 227
Universal Dependencies grammatical data Dependency treebank Nivre et al. (2016) 194
UniMorph grammatical data Morphological paradigms McCarthy et al. (2020a) 192
Indigenous Tweets text corpora Twitter corpus Scannell (2022) 185
UniNum number names Number names database Ritchie et al. (2019) 182
FastText text classification Library for text classification Joulin et al. (2016) 176
SAILS grammatical data Language features database Muysken et al. (2016) 167
GATITOS Bilingual lexica High-quality translations of 4000 common words and phrases Jones et al. (2023) 173
Common Crawl web corpora Web crawl data repository Common Crawl (2024) 161
Sketch Engine text corpora; parallel text cor-

pora
Text corpus query tool Kilgarriff et al. (2014) 145

LDC text corpora; parallel text cor-
pora; speech data

Linguistic Data Consortium Liberman and Cieri (1998) 113

Mozilla Common Voice speech data Crowdsourced speech datasets Ardila et al. (2020) 106
Multilingual BERT language model Pre-trained transformer model Devlin et al. (2018) 104
Pollex wordlists Polynesian comparative dictionary Greenhill and Clark (2011) 67
NAILL Index text corpora North American indigenous literature Gref (2016) 63
Twitterphrases text corpora Twitter corpus Kreutz and Daelemans (2019) 50
World Loanword Database wordlists Etymology of borrowed words Haspelmath and Tadmor (2009) 41
AustLang language metadata Australian language database Obata (2009) 40
Wanca text corpora Corpora for Uralic languages Jauhiainen et al. (2019) 29
LDCIL text corpora; parallel text cor-

pora; speech data
Indian language resources Mohan and Choudhary (2024) 24

SADiLaR text corpora; parallel text cor-
pora; speech data

South African language resources South African Centre for Digital Language Resources (2024) 15

SEAlang wordlists; text corpora; parallel
text corpora

Southeast Asian language resources Center for Research in Computational Linguistics (2024) 14

Fonbund speech data Datasets for NLP and speech Gutkin et al. (2018) 13
African Voices speech data African language recordings Ogayo et al. (2022) 12
Librispeech speech data Audiobook corpus Panayotov et al. (2015) 8
Корпус-параллельных-текстов parallel text corpora Parallel text for Central Asian languages Shakirov (2023) 8
HornMT parallel text corpora Datasets for Horn of Africa Hadgu et al. (2024) 6
SALT parallel text corpora Sentences from Ugandan languages Akera et al. (2022) 6
Kencorpus speech data; text corpora Corpora for Kenyan languages Wanjawa et al. (2022) 5
NaijaSenti speech data Nigerian Twitter Sentiment Corpus Muhammad et al. (2022) 3
Spoken Wikipedia Corpus monolingual sentiment; parallel

text corpora
Wikipedia speech dataset Baumann et al. (2019) 3

nicolingua-0005-nqo-nmt-resources parallel text corpora English, French and N’Ko translations Doumbouya et al. (2023) 3

ciated with ISO 639 codes. For other sources, this
was not possible, so we simply report the numbers
from the source, with an acknowledgement that
they are likely to include many language varieties
alongside languages.

Given that technologies like keyboards, speech
recognition, machine translation, NLP applica-
tions, and maybe even speech synthesis can be
built with the types of data we have discussed,
our survey seems to show that data availability for
these language is no longer a major bottleneck.
26 of these resources cover 2,000 or more lan-

guages, and 20 cover 3,000 or more. These larger
resources alone offer language metadata, refer-
ence materials, wordlists, text data, orthography
and phoneme inventories, and even audio data for
thousands of languages.

4. Standardizing Data

Of course, bringing together and standardizing all
this data to make it usable for language technol-
ogy development is a significant task. For simplic-
ity, we assume here that any relevant data access

https://panlex.org/
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Table 2: Community-generated bilingual and monolingual resources
Resource Data types Description Reference languages
FFR: Fon-French Neural Machine Translation parallel text corpus Fon-French parallel sentences Emezue and Dossou (2020b) fon,fr
Office Public De La Langue Bretonne(OPDLLB) parallel text corpus Breton-French parallel resources OPLB (2023) br,fr
Abkhaz-Russian parallel text corpus Parallel data from multiple sources Tlisha (2023) ab,ru
English-Faroese parallel text corpus Translated sentences from English to Faroese Andersen (2021) fo,en
Chuvash-Russian parallel text corpus Automatically aligned sentences Antonov (2023) cv,en
Jojajovai Guarani-Spanish parallel text corpus Manually aligned sentences Chiruzzo et al. (2022) gn,es
common-parallel-corpora parallel text corpus N’Ko versions of NLLB and Flores Doumbouya et al. (2023) nqo,en
ENLUS text corpora; parallel text corpus Parallel and monolingual corpus for English and Mizo Lalrempuii and Soni (2024) lus,en
ABC Cantonese Parallel Corpus parallel text corpus Parallel sentences between Cantonese and English Ayaka (2023) yue, en
Digital Umuganda speech data ASR corpus for Kinyarwanda Rutunda (2022) rw
Digital Umuganda images Lingala Dataset Rutunda (2023) ln
Samromur speech data Icelandic Speech corpus Mollberg et al. (2020) is
Samromur Queries speech data Icelandic Speech corpus Staffan Hedström (2021) is
Samromur Children speech data Icelandic Speech corpus Hernandez Mena et al. (2022) is
Faroese BLARK speech data 100 hours of transcribed Faroese speech (over 400 speakers). Simonsen et al. (2022) fo
Egyptian Arabic Chat Corpus parallel text corpus BOLT Egyptian Arabic SMS/Chat Parallel Training Data Tracey et al. (2021) arz
Makerere Radio Speech speech data; text corpus Luganda Radio Corpus Mukiibi et al. (2022) lg
SAHAAYAK parallel text corpus the Multi Domain Bilingual Parallel Corpus of Sanskrit to Hindi Bakrola and Nasariwala (2023) sa,hi
YouTube-ASL video corpus American Sign Language videos with English captions Uthus et al. (2022) ase
Central Kurdish dataset parallel text corpus 200K manually-aligned translations Amini et al. (2021) ckb
English-Twi Parallel Corpus parallel text corpus 50k human-translated sentences into Twi Azunre et al. (2021) en,tw
Crowdsourced English-Oromo Parallel Corpus parallel text corpus 40k human-translated English sentences into Oromo Chala et al. (2021) en,om
Kurdish Parallel corpus parallel text corpus Scraped news websites Ahmadi et al. (2020) en,kmr,ckb
SDS-200 parallel speech and text corpus Swiss German Speech to Standard German text corpus Plüss et al. (2022) gsw,de
Swiss Parliaments Corpus parallel text corpus Swiss German Speech to Standard German text corpus Plüss et al. (2020) gsw,de

discussions have already been completed (though
in all transparency, this is a non-trivial task). The
first task is to gather the data from the source. This
can be a challenge – as noted above, many of the
resources listed in Table 1 only link to or reference
data rather than serving it themselves, and few
have clear instructions on how to go about down-
loading or otherwise making copies of the data (Yi
et al., 2022).

With the data in hand, the next step is to un-
derstand the format, including naming conven-
tions, file types and encoding, and so on, and
then convert the files or extract the data they con-
tain to a standardized format (Mäkelä et al., 2020;
Nordhoff, 2020). For text data, the next step is
text normalization, i.e. converting various ortho-
graphic standards or non-standard features of the
input data to a unified standard. This requires
encoding language-specific knowledge of ortho-
graphic and formatting conventions: punctuation,
capitalization, spelling conventions, and so on, in
a standardized format such as a rule-based FST
(Chua et al., 2018). For transcribed audio, the
next steps are more complex. Typically, each
audio file is associated with both a transcription
and also some metadata, in particular information
about the speaker(s) in the audio like their age,
gender, and a unique identifier like their name or
some anonymized identifier. This audio-transcript-
metadata cluster can be and is stored in many het-
erogeneous formats – one common structure em-
ployed by the linguistic research community in par-
ticular is ELAN files, which anchor transcriptions
and other annotations along with speaker meta-
data to the corresponding part of the audio using
tiers and timestamps. There is little standardiza-
tion in the way that tiers and annotation types are
named and formatted, meaning custom code is
required for each project to extract the relevant
data (Levow et al., 2021, Section 7). An alterna-
tive approach would be to simply extract the text
and audio and use the ‘islands of confidence’ ap-

proach to align them (Liao et al., 2013). This ap-
proach pairs up text and audio automatically, using
phoneme-mediated zero-shot transfer and a cus-
tom language model trained on just the text in that
data set. Such an approach might well be the most
scalable for converting data sets in many formats
into one consistent format, albeit likely with some
quality loss.

With aligned text–audio pairs, the next steps for
transcribed audio data depend on the downstream
task (typically either speech recognition or speech
synthesis). In both cases, normalization of the
transcripts is required, and there is the additional
issue of expansion of non-word tokens: numbers
like ‘102’, abbreviations like ‘st.’, and so on, for
which there can be more than one spoken form
which needs to be determined — see Pratap et al.
(2020) for a practical example of how to resolve
this and other issues raised here for a large multi-
lingual dataset. Bakhturina et al. (2021) also pro-
vide a general overview of challenges with creating
speech datasets.

5. Creating Data Sets

In the absence of any usable data from the sources
surveyed in this paper or elsewhere, creating new
machine-readable data would be the next step.
For text data, if web crawls fail to produce mean-
ingful amounts of data, the next strategy would be
to look for printed materials (books, newspapers
etc) and use OCR tools like Transkribus to con-
vert them to digital format (Nockels et al., 2022).
OCR-generated text has been shown to improve
quality for machine translation where other data
types fall short (Ignat et al., 2022). Another way
to create text data is crowdsourcing, for which
there are many approaches, see e.g. Bhatnagar
et al. (2021) on creating parallel text data with this
method.

To collect audio data, there are various open
source tools and methods available. Mozilla Com-
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https://arxiv.org/abs/2307.00021
https://arxiv.org/abs/2306.15162
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https://arxiv.org/abs/2103.15625
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https://arxiv.org/abs/2010.01554
https://arxiv.org/abs/2205.09501
https://arxiv.org/abs/2010.02810
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mon Voice provides a web platform for collecting
audio using text prompts (Ardila et al., 2020), and
LIG-AIKUMA offers a mobile app interface which
can be used in offline settings (Blachon et al.,
2016). Another common technique is to use im-
ages as prompts for audio data collection. This
method is being used at scale in the Vaani (through
Bhashini) and Waxal projects, which aim to im-
prove data availability for Indian and African lan-
guages respectively.

6. Model Training Tools and
Techniques

When data is available in a standardized format,
the next step is to use it to train models for the lan-
guage technology you want to support. Historically
this has been a major bottleneck. Fortunately, this
has become much easier in recent years due to the
development of various high quality open source
tools. For NLP applications, tools like Adapter-
Hub and Trankit provide a suite of tools and train-
ing techniques (Van Nguyen et al., 2021). For
speech recognition, the Elpis toolkit builds on the
Kaldi training pipeline, enabling training of speech
recognition models with as little as an hour of tran-
scribed audio data (Foley et al., 2018).

Initiatives like Masakhane have shown that
open-source approaches that enable more peo-
ple to build language technologies can help in-
crease language coverage significantly (∀ et al.,
2020). Such approaches are especially promis-
ing because bringing useful language technolo-
gies to more languages involves many more chal-
lenges beyond data scarcity alone: as shown by
e.g. Joshi et al. (2019) and van Esch et al. (2019),
there is much more to the problem than simply
training some machine-learning models and mak-
ing them available for download. Decentralized
community-led efforts can play a pivotal role in ad-
dressing these challenges.

Work to scale language technologies to more
languages needs to be underpinned by algo-
rithms that are robust to languages with different
structures, using approaches that require minimal
amounts of data per language. Making speech
and NLP technologies for a new language should
be easy and accessible. This should be possi-
ble without any training or inference using a mul-
tilingual model, so the only major work required
would be to convert existing data. Or with train-
ing: preprocessing should be automated as far as
possible, and it should be simple to extend an ex-
isting model to a new language, either using un-
transcribed audio, e.g. Khare et al. (2023), or with
transcribed audio data.

Of course, depending on the situation, it may
be impossible to make any newly-digitized and/or

newly-structured resources for a specific lan-
guage available publicly for all machine-learning
researchers to use. However, this should not
preclude these resources from being used for
expanding the coverage of language technolo-
gies: today’s vibrant open-source ecosystem
offers purpose-built tools like those referenced
above, which were designed with user-friendliness
in mind so that it is possible to extend lan-
guage technologies to additional languages with-
out the steep learning curve that tools like Kaldi or
MosesMT pose for users without a thorough under-
standing of machine learning, computer science,
or even use of a command-line interface.

7. Conclusion

Given the research advances we briefly covered,
the wealth in data types and sources across
thousands of languages, and the booming open-
source ecosystem, we expect to see language
technologies developed in many more languages
over the next few years, which gives us cause
for optimism. To accelerate this trend, we ar-
gue in favour of broader, more interdisciplinary ap-
proaches, with stronger connections and more ex-
change of knowledge between NLP and speech
researchers, linguists, language communities, lan-
guage archives, human-computer interaction re-
searchers (including user experience research
and design), and other interested parties.

We believe that if recent technological advances
can be combined with the rich and diverse sources
of data that exist in places like those surveyed in
this paper, this can help bring technology to thou-
sands more languages. We showed how the data
that is available can be matched up with techno-
logical approaches. We believe that user-friendly
tools will be the final piece of the puzzle: once
data has been collected, curated and prepared, it
is such tools that will enable scale by letting any-
one who is interested apply algorithmic advances
from core speech and NLP research to many more
languages, in order to help meet the clear demand
among many language communities for better sup-
port for their languages.

Limitations

The major limitation of this study is that this is pri-
marily a high-level overview of various online re-
sources and aggregators: we did not look at these
resources in great detail in every language, and
cannot vouch for the quality of the data in each
language, and as a result even the number of lan-
guages which they self-report as covering. We
present our understanding of the situation at this
point to counter the common narrative around data
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https://vaani.iisc.ac.in/
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http://www2.statmt.org/moses/
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being a major bottleneck, and hope that future
work will refine and build on this analysis – both
for online sources as well as for other materials,
like printed books.

Ethics Statement

This is a survey of open-source research archives
and tools. When considering the use of these re-
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patibility of any licenses applicable to the data with
the intended use case.
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