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Abstract

Dialogue act (DA) recognition is usually realized from a speech signal that is transcribed and segmented into text.
However, only a little work in DA recognition from images exists. Therefore, this paper concentrates on this modality
and presents a novel DA recognition approach for image documents, namely comic books. To the best of our
knowledge, this is the first study investigating dialogue acts from comic books and represents the first steps to
building a model for comic book understanding. The proposed method is composed of the following steps: speech
balloon segmentation, optical character recognition (OCR), and DA recognition itself. We use YOLOVS8 for balloon
segmentation, Google Vision for OCR, and Transformer-based models for DA classification. The experiments are
performed on a newly created dataset comprising 1,438 annotated comic panels. It contains bounding boxes,
transcriptions, and dialogue act annotation. We have achieved nearly 98% average precision for speech balloon
segmentation and exceeded the accuracy of 70% for the DA recognition task. We also present an analysis of dialogue
structure in the comics domain and compare it with the standard DA datasets, representing another contribution of

this paper.
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1. Introduction

Dialogue act (DA) recognition is essential for dia-
logue management and understanding, which is
usually utilized in dialogue systems and chatbots.
The task consists of determining the type of ut-
terance corresponding to its function in a dialogue.
This task is usually targeted to the audio signal (e.g.,
telephonic or spontaneous dialogues, meetings,
etc.). The complete task involves text transcription
(manual or automatic from a speech recognition
system), dialogue segmentation, and DA recogni-
tion.

This work concentrates on DA recognition from an
alternative modality, namely image documents. To
the best of our knowledge, no prior work explores
dialogues in comic books. Even though there are
some works dealing with comics and solving tasks
such as emotion recognition in comics (Nguyen
etal., 2021), detection and segmentation of speech
balloons (Dubray and Laubrock, 2019), faces (Qin
et al., 2017), characters (Sun et al., 2013; Nguyen
et al., 2017), and their association (Rigaud et al.,
2015), none of them tackles DA recognition.
Therefore the main contribution of this work con-
sists in proposing a novel DA recognition approach
using this modality as an input. In the case of im-
age data, we have to perform tasks that can be
considered as counterparts for the DA recognition
in the speech area, as mentioned above. The first
step is speech balloon segmentation, follows the
OCR of the extracted regions and, finally, the DA
classification.

There are several comics corpora (e.g., French

eBDtheque (Guérin et al.,, 2013), Japanese
Manga109 (Matsui et al., 2017), or BCBID (Dutta
etal., 2022)) that contain annotated panels (speech
or narration) balloons and of course the transcribed
text. Some even include the characters and the
faces (including connection to the speech balloons).
Nevertheless, none of them have the DA annotation
of the transcribed text.

The first motivation for this work is that DAs can
be used as a clue for speech balloon order, espe-
cially in complicated situations where relying only
on positional information is impossible. The correct
order of speech balloons is crucial for automatic
readers (e.g., for visually impaired people). This
task further represents the first steps to building a
model for comic book understanding.

We also present a newly created dataset COMI-
CORDA (COMIc CORpus of Dialogue Acts) con-
taining DA annotations. This dataset is freely avail-
able for research purposes. We further analyze
the structure of dialogues in the domain of comic
books and compare it with the structure of standard
DA datasets.

To summarize, the main contribution of the paper
is as follows:

 Proposing a novel DA recognition approach for
dialogues in comic book image documents;

» Creation of the novel COMICORDA dataset,
which consists of comic book images anno-
tated with dialogue acts;

» Comparison of the newly created COMI-
CORDA dataset with other standard DA cor-
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pora.

The rest of the paper is organized as follows. Sec-
tion 2 describes related work in the area of comics
analysis and DA recognition. Section 3 presents
our approach. Section 4 deals with the created
dataset. The results of our experiments are pro-
vided in Section 5. The final section concludes the
paper and proposes some further research direc-
tions.

2. Related Work

2.1. Comic Books Segmentation

A segmentation method designed solely for comic
books was presented by Rigaud et al. (2017). The
authors developed an approach based on tradi-
tional image processing techniques, such as con-
nected component analysis and color features for
speech balloon segmentation.

However, nowadays, segmentation problems are
usually solved using neural networks. Many of the
segmentation algorithms are based on the well-
known U-Net (Ronneberger et al., 2015) architec-
ture. A neural network based approach for speech
balloon segmentation was proposed by Dubray and
Laubrock (2019). The work is based on an architec-
ture similar to U-Net utilizing VGG16 in the encoder
part. This approach was later extended to classify
captions and panels (Nguyen et al., 2019). Nguyen
et al. (2020) presented a solution to segment bub-
bles based on incomplete ground-truth data. Dur-
ing the training, ground truths are updated based
on the results from the loss function.

The task can also be viewed as object detection.
In this case, we do not detect pixel-perfect bubble
areas but only bounding boxes. A very efficient
one-stage object detector called YOLO was pro-
posed by Redmon et al. (2016). It started a wave
of successors, currently ending with YOLOv8 Reis
et al. (2023). Another example of one-stage detec-
tors is RetinaNet Lin et al. (2017). Alternatives to
one-stage detectors are two-stage ones that first
detect the objects and then classify their category.
Representatives of this group are RCNN Girshick
etal. (2015) and Faster RCNN Ren et al. (2015). In
the comics domain, such object detectors are suc-
cessfully used in Qin et al. (2017) and Nguyen et al.
(2017) to detect faces and characters, respectively.

2.2. OCR in Comic Books

Ponsard et al. (2012) presented one of the first
approaches using OCR in the comics domain. The
authors presented a comics viewer with a built-in
OCR system based on traditional pattern matching
on the character level.

State-of-the-art OCR engines are usually based on
Convolutional-recurrent neural networks (CRNN)
and connectionist temporal classification (CTC)

loss (Graves et al., 2006). Rigaud et al. (2016)
compare several methods for different types of
text (printed or hand-written) that can be found in
comics. The results show that printed texts can be
fairly accurately recognized with standard Tesser-
act models (Smith, 2007), but hand-written texts
require specially trained systems.

lyyer et al. (2017b) presented a new dataset
COMICS and tested several OCR engines, includ-
ing Tesseract, Ocular (Berg-Kirkpatrick et al., 2013),
and Abbyy FineReader'. The conclusion was that
these systems could not handle the variability of
fonts in the comics. Finally, they utilized Google
Vision2, which achieved much better results than
the other OCR engines.

Hartel and Dunst (2021a) proposed an OCR
pipeline that combines a U-Net-like architecture
for text detection and the Calamari engine, which
is trained for the OCR itself. They evaluated the
method on the GNC corpus and achieved a 3.47%
character error rate (CER) with training on the train
part of the corpus. A significant drawback is that
this model is not publicly available.

2.3. Dialogue Act Recognition

Dialogue act recognition models are mainly eval-
uated on several standard corpora containing di-
alogues in the form of the speech signal with the
appropriate text transcription: Switchboard (SwDA)
Godfrey et al. (1992), Meeting Recorder Dialogue
Act (MRDA) Shriberg et al. (2004), VERBMO-
BIL Jekat et al. (1995) or DailyDialog Li et al. (2017).
Previously, the recognition was mainly realized by
statistical methods with handcrafted features, as
presented in Stolcke et al. (2000b) or Jurafsky et al.
(1997). However, state-of-the-art approaches are
based on deep neural networks.

Colombo et al. (2020) presented a seqg2seq model
using neural machine translation techniques. The
proposed model exploits a hierarchical encoder
with an attention mechanism that does not need
handcrafted features. They obtained an accuracy
of 85% on the SwDA corpus and 91% on the MRDA
dataset.

Chapuis et al. (2020) proposed an efficient DA
recognition approach using sentence representa-
tions with a hierarchical encoder. They pre-trained
a transformer model on a large corpus of spoken
dialogues containing over 2.3 billion tokens. They
obtained competitive results against state-of-the-
art methods on several standard corpora and new
state-of-the-art results on the MRDA dataset.
Martinek et al. (2019a) proposed multi-lingual dia-
logue act recognition approaches based on deep
neural networks with word2vec embeddings for
word representation. The authors used a deep

Thttps: //www.abbyy.com/
2https://cloud. google. com/vision
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convolutional neural network and an LSTM with dif-
ferent setups as DA classifiers. They achieved new
state-of-the-art results on the VERBMOBIL corpus
with an accuracy of 74.9%.

Cerisara et al. (2018b) created a new corpus from
the social network Mastodon, which is annotated
by dialogues and sentiment labels. They trained a
multi-task hierarchical recurrent network. They ex-
perimentally showed a strong correlation between
these two tasks (sentiment analysis and DA recog-
nition).

Li et al. (2020) proposed a model for a joint task
of DA recognition and sentiment classification by
representing the local contexts of sentences. They
first used a dynamic convolutional network for en-
coding to capture the dialogue contexts. Then, they
proposed a context-aware dynamic convolutional
network to represent the local contexts better. They
extended the frameworks into a bi-channel version.
They also enhanced the tasks by employing the
DiaBERT language model. The authors obtained
new state-of-the-art results on two standard cor-
pora mentioned above: Mastodon and DailyDialog.
Dialogue act recognition from image documents
was studied only in the paper proposed by Martinek
et al. (2021). The authors created the image ver-
sion of the VERBMOBIL dataset and combined vi-
sual and OCRed text features to perform DA recog-
nition.

3. Proposed Approach

The proposed method consists of three steps that
are depicted in Figure 1:

1. Segmentation;
2. OCR;
3. DA recognition.

Each of them is crucial for the final recognition of
DAs. Poorly segmented bounding boxes (or pre-
dicted masks) of speech balloons influence the
OCR accuracy, and OCR errors have a negative
impact on dialogue act recognition.

3.1. Segmentation

The first step is the detection and extraction of re-
gions of interest (Rol) — in our case, speech balloon
segmentation. There are usually four types of text
within comic books:

1. Dialogues (speech balloons) — direct speech;

2. Narration text (narration balloons) — a story
description;

3. Onomatopoeia (comic drawings of words that
phonetically imitate, resemble, or suggest
the sound that they describe) — for example:
“Boom!” or “Bang!”;

4. Other text (e.g., shop names, bus stops, menu
in restaurants, text in a newspaper that some
character reads, etc.).

A segmentation method must consider this fact.
If a scene text detector is used, it is necessary
to categorize detected texts into four previously
mentioned classes. However, the categorization
is difficult if performed only on the text bounding
boxes without a broader context.

To utilize the advantages of recently booming object
detectors that can do both segmentation and cate-
gorization of detected objects, we have decided to
employ YOLOv8 and Faster R-CNN and compare
their performances. Both architectures can be con-
sidered as state of the art (SoTa) in this field, and
they also have different characteristics (one-stage
vs. two-stage, real-time optimization, etc.), which
can bring interesting insights into the applicability
of such methods.

3.1.1. YOLOv8

The original YOLO architecture was proposed as
a real-time object detector (Redmon et al., 2016).
The emphasis was placed on the inference time
so that it can be used in time-critical applications.
YOLOVS (Reis et al., 2023) is currently the most-
recent incarnation of this successful family of meth-
ods. The architecture came with several improve-
ments over the older YOLO models. It brought a
new anchor-free detection system. Convolutional
blocks were changed and improved, and it also
applies mosaic augmentation during the training.

3.1.2. Faster R-CNN

This object detector is a variant of a region-based
convolution neural network (RCNN). It usually op-
erates in two steps: a region proposal and classifi-
cation. Since original versions of RCNN had some
limitations (expensive training or slow object detec-
tion), the development of better and faster models
has emerged, such as Faster R-CNN (Ren et al.,
2015) or Mask R-CNN (He et al., 2017) which pro-
vides not only a predicted class and bounding box
but also an object mask. For our experiments, we
use Faster R-CNN with ResNet-50 backbone.

3.2. OCR

As an OCR engine, we have selected the solution
from Google — Google Vision OCR. Based on find-
ings from lyyer et al. (2017b), this engine performs
much better on comics than any other system they
have used. It was the best out-of-the-box solution
that did not require any additional training. There
is no general solution to train an OCR system for
comics because new comics might have a differ-
ent font type, and a previously prepared solution
may not work. On the other hand, Google Vision
is trained on large corpora and gradually improved
by Google.
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FOUR HOURS PASSED -~ FOUR HDURS IN A WaRLD (N

'WHICH NOTHING MOVED BUT THE MIST! MIST WITH
THE FAINT ACRID TOUCH DF SMOKE -~ THE SMOKE _
O PoweRRE: VRV = NO TRACKS! NO WE'LL FIND 'EM,
! Speech BLEEDIN' 1 TELL You!
Balloons L TRACKS! SHurup!
—> Segmentation >
Narration |FOUR HOURS PASSED -- FOUR HOURS IN A WORLD IN
WHICH NOTHING MOVED BUT THE MIST! MIST WITH
Balloons THE FAINT ACRID TOUCH DF SMOKE —THE SMOKE
OF POWDERED IVORY !
Input Panel
INFORM no tracks!
INFORM DA no beedin' tracks!
--------- (—Reconition(—---------(— OCR —
FEEDBACK 9 we'll find'em, i tell you!
ORDER shut up!

Dialogue Acts

Figure 1: Pipeline of the proposed method

3.3. Balloon Type Classification

To tackle the possible misclassification of speech
and narration balloons (since the segmentation is
not perfect), we have created a simple text model
that takes the OCR text as an input and classifies
it into narration and speech. For this task, we have
evaluated several Transformer-based models simi-
lar to the DA recognition task.

3.4. DA Recognition
We have chosen the following Transformer-based

models for DA recognition and for comparison of
their performance:

1. BERT model;

(a) bert-base-uncased;
(b) SwDA fine-tuned bert-base-uncased;

2. RoBERTa model;
3. Microsoft/DialoGPT model;

(a) DialoGPT-small;
(b) DialoGPT-medium;
(c) DialoGPT-large.

We have fine-tuned all the aforementioned Trans-
former models for the DA recognition task. In
addition to the well-known BERT model (Devlin
etal., 2018), our experiment included the RoBERTa
model (Liu et al., 2019) and Microsoft/DialoGPT,
which represents an autoregressive model in the
dialogue field. This model was trained based on
the GPT-2 (Radford et al., 2019) using a causal lan-
guage modeling objective on conversational data
(Zhang et al., 2019).

Since the BERT model demonstrated the best per-
formance in our preliminary experiments, we de-
cided to use a second BERT model fine-tuned on

the SwDA dataset to transfer knowledge from a
related set. In this approach, we first conducted
50 training epochs on the SwDA corpus, saved the
model state, and then fine-tuned it on the COMI-
CORDA dataset. The amount of 50 epochs is
based on the observation of a high amount of runs.
We used the [CLS] token in the BERT and
RoBERTa models to predict Dialogue Acts. For
the unidirectional DialoGPT, our initial approach
was to use the last token (where the aggregated
information should be) during fine-tuning. However,
our validation experiments indicated better results
(3-5% on average) when we used all output tokens
that were averaged.

We also analyzed the performance of the
hierarchical-dialog-bert model from (Chalkidis et al.,
2022). However, the validation results obtained
were, on average, 5% lower than those of the orig-
inal vanilla BERT. Therefore, this model is not in-
cluded in our experiments.

4. COMICORDA Dataset

The source of comic images for our corpus is
the COMICS public dataset® containing more than
1.2M extracted panels (lyyer et al., 2017a).

From this database, we downloaded 800 annotated
panels (speech and narration bounding boxes to-
gether with automatic text transcriptions by Google
Vision) following the authors of the EMORECOM
ICDAR competition Nguyen et al. (2021). The im-
ages were manually verified to correct the errors in
the text recognized by the OCR engine. This step
was necessary for the evaluation of the Google
Vision OCR performance.

Furthermore, the trained annotators with an excel-
lent knowledge of English were assigned dialogue

Shttps: //0obj.umiacs.umd.edu/comics/index.html
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act labels for dialogue act recognition. We also es-
tablished bounding boxes for faces and connected
them to speech balloons. This annotation might
be helpful for some tasks, for instance, emotion
recognition.

Moreover, to have a broader spectrum of various
comics, we picked another set of 638 comic panels
from a different source that has been annotated in
the same way.

For our experiments, we divided our dataset into
three subsets:

1. Panels that contain dialogues (at least one
speech balloon);

2. Panels that contain only narration balloons (no
dialogue in the panel);

3. Panels that contain neither dialogues nor nar-
ration (no balloons).

All the above-mentioned groups are explicitly la-
beled so we can easily filter out a particular sub-
group for desired experiments. In this paper, we
work only with panels that contain dialogues.

In total, we have more than 1,400 annotated image
panels with following attributes and properties:

» Speech balloon bounding boxes;

» Narration balloon bounding boxes;

Text of dialogues (speech balloons) and nar-

ration (narration balloons);

» Faces with a relation to the speech balloons;

+ Dialogue acts for each sentence (utterance) in
a dialogue.

The exact numbers of panels, speech balloons, and
utterances are summarized in Table 1. The annota-
tions for the COMICORDA dataset are freely avail-
able for research purposes*. The img_id tags cor-
respond to the IDs of image panels from the above-
mentioned public dataset (lyyer et al., 2017a).

Dataset item Counts
Panel 1438
Speech balloon (dialogue) 2196
Utterance (DA) 2282

Table 1: Main dataset information

4.1. Annotation Scheme

Our annotations and instructions for annotators
are based on the annotation guide (Alexandersson
etal., 1997), where the DAs are defined, explained,
and accompanied by examples. We also used
the Not_Classifiable tag, which is used when dia-
logue segments are too fragmentary or uncompre-
hensible (e.g., “...but you.” or “is ... is”). The group

4https ://corpora.kiv.zcu.cz/comicorda/

of annotators was composed of three trained per-
sons: A, B & C, with good knowledge about the DA
tagging. If the annotations differ, the resulting DA
tag is chosen based on the most frequent label as-
signed by the annotators (majority voting). In cases
of total disagreement, the final DA tag is determined
through a consensus among the annotators.

To assess the quality of annotations and inter-
annotator agreement, we calculated both Cohen’s
kappa and Fleiss’s kappa values (see Table 2).

A&B | A&C | B&C
Cohen‘s kappa | 0.748 | 0.788 | 0.855
Fleiss kappa 0.783

Table 2: Inter-annotator agreement for DA annota-
tions.

Since sentences expressing an order/command ap-
pear quite often, we have dedicated a special DA
classtoit Order, despite the fact that from the lexical
point of view, it is a statement. In VERBMOBIL, all
questions are grouped into one general DA Request.
The most common question types, though, might
be easily distinguished by even an amateur an-
notator, so annotators had an instruction to label
all questions as: Yes_No_Question, Wh_Question or
Or_Question that are the most common variants of
questions.

In our case, one dialogue segment is the text within
a single speech balloon. This segment is com-
posed of individual sentences that we consider ut-
terances. Each utterance is annotated with a DA
label (see Figure 2). Table 3 shows the DA distri-
bution in the dataset.

"dialog": [
"<BACKCHANNEL oh!> <BACKCHANNEL oh!>
<INFORM they must have radioed from the ship!>"

Figure 2: Example of DA annotation

We can see that more than half of the utterances are
labeled as Inform. This is mainly due to the fact that
in comics, the story must be pushed forward, and
there is also a lack of space. Contrary to standard
spoken dialogues, where sentences are often much
longer and more complex in terms of word choice,
events in comic books are described in both text
and images. The author of a comic book is forced to
create relatively short information statements with
fewer words because speech balloons cannot be
so big as to overlap the image behind and possibly
“corrupt the image story”.

Besides speech balloons, there are also “narration
balloons” which contain text that represents narra-
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Dialogue act Counts %
Inform 1280 56.1
Backchannel 230 10.1
Order 192 8.4
Feedback 155 6.8
Wh_Question 107 4.7
Greet 73 3.2
Not_Classifiable 69 3.0
Yes_No_Question 64 2.8
Politeness_Formula 63 2.8
Commit 20 0.8
Thank 10 <0.5
Offer 9 <0.5
Or_Question 5 <0.5
Close 4 <0.5
Bye 1 0.5

Table 3: DA distribution and frequencies in our
dataset

tions (plot within a story). These areas do not con-
tain dialogues and are often created as rectangle-
shaped balloons. Last but not least, the annotators
had instructions not to annotate the Onomatopoeia
since these texts are very different from narrations
or dialogues and are out of the scope of this paper.

4.2. Comparison with Other DA Corpora

This section compares the created dataset with
other standard DA recognition corpora. We ana-
lyze utterance lengths, label types, and their distri-
butions. Lastly, we present state-of-the-art results
across all corpora to demonstrate the performance
of our proposed dialogue act recognition approach
compared to the existing state-of-the-art methods,
focusing solely on text data.

4.2.1. Utterance Length Analysis

The average utterance length is six words. Gen-
erally, the speech balloon utterances are shorter
than usual utterances from sound recordings. The
summary is provided in Table 4. In COMICORDA,
the vast majority of utterances have from 1 to 18
words, while in the other three corpora, the upper
limit is 25. Furthermore, the longest utterance has
40 words which is significantly fewer than in the
other corpora. The authors of comics obviously try
to keep the utterances and dialogues as short as
possible due to the limited size of balloons.

Dataset MAX | AVG | MED
SwDA 79 [ 782 6
MRDA 79 |68 | 4
VERBMOBIL 113 [ 754 | 5

COMICORDA (our) | 40 [ 6.09 | 5 |

Table 4: Average number of words per utterance
in the different DA corpora

4.2.2. Analysis of the DA Label Distribution
This analysis studies the distribution of the DA la-
bels across the corpora. However, it is difficult to
compare the label distributions directly because
DA recognition corpora use different sets with a
different number of labels (see Figure 3) defined by
various annotation schemes and also depending
on the target domain. Therefore, we compare the
most frequent ones in each corpus (see Table 5).

40
351
301
25 A
20 A
151
101
54 -

SwDA MRDA VERBMOBIL COMICORDA
DA Corpora

DA Label Counts

(=}

Figure 3: Counts of DA labels in various DA corpora

Based on this table, we can state the following:

» Statements (information utterances) are pre-
dominant in all corpora;

+ Questions have similar distributions among all
corpora (in VERBMOBIL annotated as “Re-
quest”);

MRDA and SwDA datasets have relatively big
amounts of “disruption” or “abandoned” tags
which means interrupted dialogues/utterances.
Interruptions are hard to express in the form
of an image and are very rare in comic books;
Distribution of DA classes between VERB-
MOBIL and COMICORDA corpora is different
even though they use a very similar annotation
guide. This is caused due to the different tar-
get domains (spontaneous speech vs. comic
books).

4.2.3. State-of-the-art Results

Table 6 shows the best-obtained accuracies on all
datasets. The highest accuracy in the case of the
MRDA dataset is explained by the usage of the
basic label set containing only five classes.

The closest label distribution to our proposed
dataset COMICORDA is in the VERBMOBIL
dataset. Moreover, the BERT model was con-
sistently the best in our validation experiments.
Therefore, we used VERBMOBIL corpus and BERT
model for this experiment.

We have reached the accuracy of 76.2% and have
outperformed the SoTa results from Martinek et al.
(2019a).
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SwDA MRDA VERBMOBIL COMICORDA
Statement-non-opinion | 36% Statement 59% | Feedback | 26% Inform 56%
Acknowledgement 19% | Backchannel 14% Inform 20% | Backchannel | 10%
Statement-opinion 13% Disruption 13% | Suggest 20% Order 8%
Agreement 5% | Floorgrabber | 7% Request 8% Feedback 7%
Abandoned 5% Question 6% Bye 4% | Wh_Question | 5%
Yes-No-Question 2% - - Greet 4% Greet 3%

Table 5: The summary of the most frequent DA in a particular dataset

Dataset Accuracy

SwDA 85.0% (Colombo et al., 2020)

MRDA 92.4% (Chapuis et al., 2020)

VERBMOBIL | 74.9% (Martinek et al., 2019a)
76.2% SwDA BERT model (ours)

Table 6: State-of-the-art classification results on
particular corpora

5. Experiments

Similarly, as Nguyen et al. (2021), we assume a
single comic panel as an input instead of a whole
comic page. First, we present dialogue segmen-
tation experiments (speech/narration balloon de-
tection). Then, we describe the text classification
experiments: 1) narration vs dialogue; 2) dialogue
act recognition. For all our experiments, we use
5-fold cross-validation. For all text classification
experiments, we use a maximum input length of 50
tokens, a batch size 64, and the AdamW optimizer
with a learning rate of 1e-4.

Moreover, all text experiments were split into two
scenarios:

1. Text from ground-truths (without OCR errors);
2. Text from OCR.

Last but not least, we employed an SVM (Support
Vector Machine) classifier as a baseline for all text
experiments.

5.1. Speech Balloon Segmentation

The first step in the whole processing pipeline is the
segmentation of dialogues (i.e., speech balloons).
To achieve this task, we have evaluated two object
detection models — YOLOv8 and Faster R-CNN.
We have tested all acceptance thresholds between
0.05 and 0.95 (with the step of 0.05). The best
result was obtained for YOLOv8 with the threshold
set to 0.25. With this setting, we obtained the best
recall while having high enough precision. In the
case of Faster R-CNN, the confidence threshold
of 0.85 brought the best combination of high recall
and high precision.

The segmentation results are shown in Tables 7, 8
and 9.

Speech Balloons

MOdeI APiou:Ob APiou:O.'?S
YOLOv8 0.954 0.823
Faster R-CNN | 0.978 0.816

Table 7: Average precision results: speech bal-
loons

Narration Balloons
MOdeI APz‘ou:O.S Apiou:0.75
YOLOv8 0.838 0.655
Faster R-CNN | 0.658 0.645

Table 8: Average precision results: narration bal-
loons

Model mAPiou:O.E) mAPiou=0A75
YOLOv8 0.896 0.739
Faster R-CNN 0.818 0.731

Table 9: Mean average precision results

The YOLOv8 model achieved the best mean Aver-
age Precision (MAP) results.

5.2. Narration vs Dialogue Text
Classification

A situation when a balloon is misinterpreted (a
speech balloon mistakenly replaced by a narration

GT text OCR Text

Model Accuracy | Accuracy
SVM (baseline) 86.7 71.7
bert-base-uncased 93.4 93.7
roberta-base 93.1 93.7
DialoGPT-small 92.1 92.0
DialoGPT-medium 93.4 93.2
DialoGPT-large 92.3 93.3

Table 10: Narration vs dialogue text classification
results [in %]
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GT text OCR text
Model Accuracy | Macro-F1 || Accuracy | Macro-F1

SVM (baseline) 67.1 43.7 57.2 35.5
bert-base-uncased 77.7 55.5 67.5 48.3
SwDA bert-base-uncased 78.5 52.3 70.0 49.9
RoBERTa-base 75.9 51.9 65.5 43.0
DialoGPT-small 72.6 46.1 65.3 44.6
DialoGPT-medium 73.0 48.7 66.8 44.0
DialoGPT-large 771 54.1 67.7 45.2

Table 11: DA recognition results [in%)]

and vice versa) might happen despite the relatively
high mAP score for the YOLOv8 model. To achieve
the lowest possible error level in the entire system,
we have implemented a binary text classifier that
distinguishes between narrations and dialogues in
the text. This model is similar to the DA recogni-
tion model, but it differs in the number of output
neurons. This way, we obtain a score of how likely
the text is an utterance (part of a dialogue) to deal
with the situation when the DA recognition model
wrongly processes a narration text.

Table 10 shows the classification result. We used
the standard Accuracy (ACC) metric for evaluation.
All tracked models except the SVM show stable
performance regardless of being fed by the OCRed
text or the ground truth.

5.3. Dialogue Act Recognition

This experiment evaluates the final module of our
pipeline — the DA recognition model (see Table 11).
We remind that this experiment has two parts: 1) to
test the quality of DA recognition models on ground
truth text and 2) to study the impact of OCR errors
when the OCR is used.

This table indicates significant differences in results
between GT text and text obtained via OCR. BERT-
based models achieved the best DA recognition
results in both scenarios. Notably, the Macro-F1
values for OCR text almost reached 50%.

We measured the character error rate (CER) of the
utilized Google Vision engine and obtained a value
of 10.3%. The results from both text classification
experiments (Tables 10 and 11) show that the im-
pact of such an amount of errors in the OCR output
is considerable.

6. Conclusions

In this paper, we explored dialogue act recognition
in comic books. To the best of our knowledge, this
is the first attempt to perform DA recognition from
this type of documents. To achieve this, we created
a novel dataset for DA recognition in comic books.
We proposed an approach that includes speech
balloon segmentation, OCR, and DA recognition.
The task of DA recognition in comics can be benefi-
cial for automated comics processing. Specifically,

the detected DAs can be used as a hint for speech
balloon ordering in cases where it is complicated
based solely on the positional information. This
work further represents the first steps to build a
model for comic book understanding.

We evaluated and compared the performance of
two efficient neural models for balloon segmen-
tation, namely YOLOv8 and Faster R-CNN. We
showed that both models work well on this task,
obtaining AP above 95% at the 0.5 loU level for bal-
loon segmentation. However, the YOLOv8 model
performed significantly better for narration balloons,
which renders it more robust and more suitable for
our task. As an auxiliary check, we employed a
text classifier to differentiate the two balloon classes
(narration vs. speech balloons) with a success rate
above 93%.

We used the Google vision API for the OCR task
based on relevant studies. The obtained character
error rate is slightly above 10%, which is still too
high for acceptable DA recognition results. The
impact of OCR errors in terms of DA recognition ac-
curacy is —8.5% for our best DA recognition model.
We evaluated and compared several Transformer-
based models for the DA recognition task and even
employed transfer learning from the Switchboard
dataset for the BERT model, achieving the best
results with accuracies of 78.5% using manual tran-
scripts and 70.0% for OCRed text. Additionally,
we evaluated the final BERT model on the VERB-
MOBIL dataset and achieved a new state-of-the-
art result, surpassing the previous best system by
1.3%.
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8. Limitations and Ethical
Considerations
This work is the first attempt for DA recognition

from comic books. Therefore, no previous work
in this research area exists and is not possible to
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compare DA recognition performance in this area
directly with other works. However, we compare
the DA recognition step using text input.

We created a new dataset containing DA annota-
tion from comic books and proposed one approach
(composed of three steps) for DA recognition obtain-
ing encouraging results. However, these positive
results are not guaranteed on other comic corpora
from different domains. All other datasets are cor-
rectly cited and links are provided.

The last limitation is that the proposed method is
mono-lingual and can recognize DAs in English
only. However, the possible extension is relatively
easy and lies in replacing the DA recognition step.
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