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Abstract
Extracting structured event knowledge, including event triggers and corresponding arguments, from military texts is
fundamental to many applications, such as intelligence analysis and decision assistance. However, event extraction
in the military field faces the data scarcity problem, which impedes the research of event extraction models in
this domain. To alleviate this problem, we propose CMNEE, a large-scale, document-level open-source Chinese
Military News Event Extraction dataset. It contains 17,000 documents and 29,223 events, which are all manually
annotated based on a pre-defined schema for the military domain including 8 event types and 11 argument role
types. We designed a two-stage, multi-turns annotation strategy to ensure the quality of CMNEE and reproduced
several state-of-the-art event extraction models with a systematic evaluation. The experimental results on CMNEE
fall shorter than those on other domain datasets obviously, which demonstrates that event extraction for military
domain poses unique challenges and requires further research efforts. Our code and data can be obtained from

https://github.com/Mzzzhu/CMNEE.
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1. Introduction

Event extraction refers to the extraction of struc-
tured information from unstructured text, which is
typically separated into two subtasks: event de-
tection and event argument extraction (Ahn, 2006;
Yang et al., 2019; Xu et al., 2023; Wang et al.,
2021b; Shi et al., 2023; Yang et al., 2023; Wan
etal., 2023; Liu et al., 2020; Chu et al., 2023; Peng
et al., 2023; Wang et al., 2023). Current research
predominantly focuses on the general news or fi-
nancial domains, with only relatively fewer studies
for military domain. Nevertheless, the importance
of military event extraction is undeniable.

The military domain encompasses numerous
documents which contain rich event information.
Extraction of military events from documents is
crucial to downstream applications such as in-
telligence analysis (Santucci, 2022; Bang, 2016;
Freedman, 1983; lvanov, 2011), decision making
assistance (Skryabina et al., 2020), and strategic
planning (Schrodt, 2012; Sankar, 2023; Lyu, 2022).
Figure 1 provides an example of event extraction
based on military news. This military news docu-
ment contains six events. It's necessary to recog-
nize triggers in the document and determine their
corresponding event types, as well as relevant ar-
guments and corresponding roles. For instance,

* Corresponding author

in the 6th sentence, S06, it's imperative to recog-
nize the trigger attacking and the event type Con-
flict. Additionally, the “Subject” British Naval, the
“Object” targets in Yugoslavia, and “Date” 1999 of
the event should also be identified.

Existing research on event extraction largely re-
lies on deep neural network-based models, which
have a strong dependence on data size and qual-
ity. Consequently, the lack of high-quality training
data significantly limits their performances. Most
of these models use sentence-level text for anal-
ysis, and while sentence-level event extraction re-
search is relatively mature (Gao, 2021; Hsu et al.,
2021; Huang et al., 2023a), this technology strug-
gles when directly applied to document-level event
extraction tasks. This is due to with the increased
length of the text, event arguments often scattered
across different sentences. Moreover, most exist-
ing event extraction datasets are oriented towards
general (Li et al., 2020, 2021a) or financial do-
mains (Han et al., 2022a; Zheng et al., 2019). The
performance of methods applied to datasets in dif-
ferent languages and domains often varies signif-
icantly. Currently, military event data extraction
primarily relies on human labor, leading to issues
such as low efficiency, inconsistent standards, and
incomplete information. These challenges make
it difficult to support practical applications based
on events. Therefore, constructing a document-

3367

LREC-COLING 2024, pages 3367-3379
20-25 May, 2024. © 2024 ELRA Language Resource Association: CC BY-NC 4.0


https://github.com/Mzzzhu/CMNEE

S01: In this air campaign to attack the and
in , the[:] has

employed two nuclear-powered attack submarines.

S02: The two submarines were the

Trafalgar class,(HMS Trafalgarjand HMS Triumph.

S03: One of them, | ], is a(British)

submarine that participated in the Argonaut 2001

exercise and is ?ermanently deployed in the

S$06: The first firing of Tomahawk cruise missiles from

a|British navaljvessel took place in 1999, when the

British Fast Class submarine HMS Splendor fired
multiple missiles attacking targets in Yugoslavia.

Conflict (attack)
Subject UK
Object

Location

Osama bin Laden

-------------------------------

Afghanistan | Date ) 1999

Conflict (attack)
Subject UK
Object

Location

Taliban | Object
Afghanistan

Deploy (deployed)
Subject
Militaryforce
Location

British Navy
HMS Trafalgar
Mediterranean Sea

B ittt |

) the former Soviet Union |

$07: Originally, the(UK]designed the Trafalgar class
submarine for the North Atlantic andt]
confrontation with the former Soviet Union during the
Cold War.

Co-reference

UK, British, UK

British Navy, British
naval

HMS Trafalgar, HMS
Trafalgar

arguments

Figure 1: An example from CMNEE. Each document in CMNEE is annotated with event types and in-
volved event arguments. This document contains 6 events. We used different colors to distinguish
arguments of these events and colored rectangular boxes to mark different co-reference arguments.

level event extraction dataset specifically for the
military domain holds substantial practical signifi-
cance and application value.

However, due to the confidentiality and sensitiv-
ity of military domain data and the difficulty of ob-
taining event schema, there is a long-term gap in
the datasets used for the event extraction task in
this domain, which is the main reason that the de-
velopment of military event extraction is seriously
lagging behind mainstream research.

To fill this gap and alleviate relevant problems,
we proposed a large-scale document-level open-
source Chinese Military News Event Extraction
dataset (CMNEE), which involved corpus from au-
thoritative websites such as Huangiu', China Mili-
tary Online?, Sina Military® and Baidu Encyclope-
dia*. The acquired military news text itself is reli-
able. In the process of data annotation based on
the news, firstly, the event types that may be con-
tained in the document are pre-labeled by match-
ing with constructed triggers dictionary, combined
with domain experts’ knowledge and the analysis
of related news to form the event schema. Based
on the event schema and referring to the data an-
notation criteria, the annotation is completed in
a two-stage multi-turns manner. The annotation
requirements are to make manual judgments on

'https://www.huangiu.com/
2http://www.81.cn/wzsy/index.html
Shttps://mil.news.sina.com.cn/
*https://baike.baidu.com/

the results of pre-labelling, annotate the triggers
and event types, event arguments and correspond-
ing argument roles. In addition, considering that
one of the reasons for the poor performance of
event argument extraction is that the identified ar-
guments are co-reference arguments rather than
those labeled in the dataset (Lu et al., 2023), the
co-reference arguments involved in the text are
also labeled. Quality indicators are designed to
evaluate CMNEE. Annotations and data annota-
tion criteria are continuously corrected until all in-
dicators reach the specified thresholds.

CMNEE is currently the only dataset for the
document-level event extraction task in the mili-
tary domain. To better evaluate CMNEE, we imple-
mented several advanced models and conducted
a systematic evaluation. The experimental results
demonstrate that CMNEE has some unique chal-
lenges that need to be overcome and deserves
more efforts to study. We hope that CMNEE can
facilitate relevant research, and attract more atten-
tion into event extraction for military domain.

2. Construction of CMNEE

Our main goal is to construct a large-scale dataset
that facilitates the development of event extrac-
tion in the military domain. During the construc-
tion of CMNEE, event trigger, event type, event
arguments, argument roles and co-reference ar-
guments need to be labelled. The main pro-
cess of CMNEE construction is shown in Figure
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2. Firstly, we crawled military news texts from
websites with authority and then pre-processed
data with the help of existing mature tools. Then
manually annotated them in groups after complet-
ing automatic event types pre-labeling based on
predefined candidate triggers dictionary. Annota-
tion is constantly corrected by using a two-stage
multi-turns annotation approach until all the qual-
ity indicators reached the specified thresholds. We
finally obtained 17,000 pieces of high-quality la-
belled documents data.

2.1. Data Collection and Preprocessing

To ensure the quality of the dataset, our data
sources are military news websites with authority,
relevance, and domain value, such as Huanqiu,
China Military, Sina Military, and Baidu Encyclope-
dia. We used Python’s Requests library and Beau-
tifulSoup library to crawl nearly 100,000 news data
from above websites. Based on the 7 predefined
event types in the sentence-level military event de-
tection dataset MNEE (Huang et al., 2023b), we
used ChatGPT? to generate synonyms and related
words for these event types, which were manu-
ally filtered to form a keyword dictionary, and used
words in the dictionary to match with news text,
according to the number of matching words to fil-
ter out 30,000 pieces of data with high relevance.
Then the Python Pandas library was used to filter
the missing samples and remove the duplicated
samples, and regular expressions were used to re-
move the garbled codes and the meaningless infor-
mation such as the html of the web pages. Finally
17000 high quality news documents were retained.

2.2. Event Schema Construction and
Pre-labeling

Following MNEE, combining the analysis of col-
lected news and referring to domain experts’
knowledge, 8 event types other than non-event are
defined, including Experiment, Manoeuvre, De-
ploy, Support, Accident, Exhibit, Conflict, and In-
jure. We constructed a trigger dictionary and pre-
labeled event types that each sample may contain,
and used the pre-labeled results to conduct prelimi-
nary statistical analysis to obtain event type propor-
tion, and referred to domain experts’ knowledge in
combination with the real situation to assess the
reasonableness of the distribution of event types.

Then, event argument roles are determined by
analyzing documents corresponding to each event
type obtained after pre-labelling. The final event
schema can be seen in Table 1.

Shttps://chat.openai.com/

2.3. Human Annotation and Quality
Evaluation

After completing data preprocessing, the pre-
labeled event type information is used as a ref-
erence to assist human annotation and labelers
need to judge them first of all. In the process of
data labelling, two-stage multi-turns iterative ap-
proach is adopted to continuously revise the anno-
tation so as to enhance the quality of the dataset.

Stage 1: In order to improve the efficiency of
labelling while keeping the quality as high as pos-
sible, we divide labelers into two groups, 1) Nor-
mal Group, members of which are employees of
the labelling company engaged in the labelling
work for a long time, with partial background knowl-
edge. and 2) Criteria Group, members of which
are domain experts with relatively complete pro-
fessional knowledge and involved in the formula-
tion of data annotation criteria. All the data are
shuffled and processed in batches, personnel of
these two groups respectively labelled documents
by batch at the same time. When the acquired doc-
uments have been labelled, the annotation should
be checked, and labels of disagreement should be
discussed and amended in time. Meanwhile, data
annotation criteria is continuously refined.

Stage 2: The Normal Group was divided into
several smaller groups to examine annotation re-
sults of Stage 1 in multiple turns by group sepa-
rately, and labels were corrected according to the
final data annotation criteria. At the same time, Cri-
teria Groups randomly select samples to examine
and discuss corrections within the group.

In order to assess the quality of the dataset, four
types of quality indicators, namely, Event Type Ac-
curacy, Event Type Recall, Event Argument Recall,
and Co-reference Argument Recall, are used with
reference to MNEE (Huang et al., 2023b), defini-
tions can be seen in Table 2. Detailed descrip-
tions are as follows. Cor., represents the num-
ber of samples whose events are all correctly la-
belled. S represents the total number of selected
samples. Cor., Cor,, Cor. represent the num-
ber of correctly labelled events, arguments, co-
reference arguments in the sample respectively.
Act., Act,, Act. represent the number of actu-
ally existed events, arguments, co-reference ar-
guments in the sample respectively. Correctly la-
belled events refer to events whose triggers with
their offsets and corresponding event types are
all correctly labelled. Correctly labelled event ar-
guments refer to arguments that have the correct
texts, roles, and offsets under the condition that
their event types are correct. Actual events, argu-
ments, co-reference arguments refer to those that
are expected to be labelled in accordance with the
data annotation criteria.

After annotation is completed, the Criteria Group
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Figure 2: Main process of CMNEE construction. Firstly, crawled military news texts from websites with
authority and pre-processed data. Then manually annotated them in groups after completing pre-labeling.
Annotation is constantly corrected by using a two-stage multi-turns annotation approach until all the
indicators reached the specified thresholds.

Event type

Definition

Argument Roles

Experiment

Manoeuvre

Deploy
Support

Accident
Exhibit

Conflict

Injure

Countries, organizations, institutions, or compa-
nies verify whether the equipment is qualified
based on existing standards, including but not lim-
ited to flights, launching, testing, etc.

Exercises conducted in the course of campaigns
and battles, in the context of the situation envis-
aged, and are the highest and most centralized
form of military training.

The movement of military forces, i.e., personnel
or equipment, within a country or organization.
Subject provides material help or relief actions to
the object.

Accidents that happen unexpectedly.

Countries, organizations, institutions, companies,
etc. exhibit or publicize equipment, products, etc.
through airshows or other forms.

Violence acts, such as attack, that causes dam-
age or injury, or a conflict or confrontation be-
tween two parties, such as protest or condemna-
tion.

Person entity suffered physical injury.

Subject, Equipment, Date, Location

Subject, Content, Date, Area

Subject, Militaryforce, Date, Location
Subject, Object, Materials, Date

Subject, Result, Date, Location
Subject, Equipment, Date, Location

Subject, Object, Date, Location

Subject, Quantity, Date, Location

Table 1:

Event schema of CMNEE

checks a certain percentage of randomly selected
samples many turns. If all indicators of the sam-
ples are higher than 95%, the dataset is qualified,
or else the Normal Group will continue to correct
the annotations. Final quality indicator results are
95.1%, 96.4%, 96.8%, and 97.2% respectively.

3. Data Analysis of CMNEE

In this section, we analyze various aspects of
CMNEE to provide a deep understanding of the
dataset. Overall, CMNEE defines 8 event types
and 11 argument roles. It contains 17,000 valid
documents sourced from authoritative websites,
29,223 non-empty events and 93,348 event argu-
ments. The distribution of data sources is shown

in Figure 3, which shows that the vast majority of
documents are from reliable sources. On average,
there are 330 tokens, 6.7 sentences, 1.8 events
and 6.6 event arguments per document in CMNEE.
The longest number of document tokens in the CM-
NEE is 496 and the largest number of sentences
is 17. Tokens here refer to Chinese characters.

We compare CMNEE with some existing widely-
used EE related datasets and show the main
statistics in Table 3, including sentence-level
event extraction datasets, ACE 2005 (Christo-
pher et al.), MAVEN (Wang et al., 2020), DUEE
(Li et al.,, 2020), MNEE (Huang et al., 2023b)
and document-level event extraction datasets,
RAMS (Ebner et al., 2020), WikiEvents (Li et al.,
2021b), Duee-fin (Han et al., 2022b), Chfi-
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Indicators Abbreviations Calculation Methods
Event Type Accuracy TypeAcc (Cores/S) x 100%
Event Type Recall TypeR (Core/Act.) x 100%
Event Argument Recall ArgR (Cory/Acty) x 100%
Co-reference Argument Recall Co—refR (Cor./Act.) x 100%

Table 2: Definitions of Quality Indicators

@ Huangiu

@ China Military
Online

D Sina Military

[ Baidu
Encyclopedia

[ Others

Figure 3: Data Sources

nAnn (Zheng et al., 2019), DocEE (Tong et al.,
2022). CMNEE is comparable with existing
datasets in the number of documents and events.
Despite its relatively small number of event types
and argument roles, CMNEE basically covers the
main event types in the military domain.

3.1.

Figure 4 shows the event types distribution of CM-
NEE by their instance numbers. We can observe
that the inherent data imbalance problem also ex-
ists in CMNEE. It is obvious that CMNEE is long-
tailed and consistent with the characteristics of the
data in the actual scenario. It is beneficial to use
the models trained based on CMNEE for develop-
ing real-world applications. Although CMNEE is
long-tailed, as CMNEE is large-scale and event
types are not particularly numerous, all event types
have more than nearly 500 instances respectively.
Conflict has the lowest number of instances as 477.
The “Experiment” event type has the largest num-
ber of instances in the dataset, which is 13,027.
CMNEE is relatively less affected by data sparsity.

Event Types Distribution

3.2. Events Analysis

Since the actual news may usually contain multi-
ple events, during the annotation process, we try
to annotate all the events information in the docu-
ment as much as possible. Figure 5 displays the
distribution of the number of events contained in
each instance within the dataset. One instance
corresponds to a single document. The inner cir-
cle numbers in the donut chart represent the quan-
tity of events, while the outer circle numbers in-

Conflict
Injure

Manoeuvre

Accident
Exhibit

Non-event
Deploy

Support

Experiment
\

Figure 4: Event Type Distribution

dicate the respective proportions. For example,
the green segment denotes the proportion of doc-
uments that contain only one event. From this fig-
ure, it is evident that nearly half of the documents
include two or more events, and approximately a
quarter contain three or more events. So it is hope-
ful that CMNEE will facilitate the research on multi-
event extraction and promote the extraction more
independently, completely and accurately.

Figure 5: Multi-events Distribution

In addition, due to the concise and condensed
nature of military texts, there are a large number of
overlapping events in CMNEE, and the percentage
of instances containing overlapping events is 42%.
Overlapping events mean that the same word acts
as a trigger for different events in the same in-
stance, the same argument plays different roles in
multiple events or the same argument plays differ-
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Level Dataset Domain Language Docs EvTyps ArgRs Events ED EAE
ACE2005 General English 599 33 35 4,090 v V
Sentence MAVEN  General English 4,480 168 - 1e11 VX
DuEE Financial Chinese 11,224 65 121 19,640 v/ V
MNEE Military ~ Chinese 13,000 8 10 6997 vV V
RAMS General English 3,993 139 65 9,124 v
WikiEvents General English 246 50 59 3951 v
Docment Duee-fin  Financial Chinese 11,700 13 92 11,031 v V
ChfinAnn  Financial Chinese 32,040 5 24 47824 X /
DocEE General English 27,485 59 356 27,485 v
CMNEE  Military Chinese 17,000 8 11 29223 vV

Table 3: Statistics of CMNEE compared with existing widely-used EE datasets

ent roles in the same event (Sheng et al., 2021).
For example, in the sentence “The submarine was
delivered on January 9 after completing trials.”, the
“submarine” is both the material delivered and the
equipment for the trials. Currently, the FewFC
dataset is the main dataset used for the study of
overlapping events (Sheng et al., 2021; Cao et al.,
2022), but the size of this dataset is relatively small,
in which only 18% of the instances contain overlap-
ping events, and its annotation is based on sen-
tences. Overlapping events easily lead to confu-
sion and omission of event information, which in-
creases the difficulty of extracting event informa-
tion completely.

3.3. Event Arguments Analysis

Since military text involves many proper nouns
such as weapons and equipment, the proportion
of long arguments is relatively high, and the pro-
portion of arguments with more than 10 Chinese
characters is nearly 17%, which increases the dif-
ficulty of argument extraction.

Considering when there are multiple events in a
document, it is likely that the same argument be-
longs to more than one event at the same time,
so we defined shared arguments as arguments
that belong to different events at the same time
with the same text or in the same co-reference
arguments sub-list for ease of analysis. There
are 19,353 shared arguments contained in CM-
NEE, which is about one-fifth of the common ar-
guments. Shared arguments can reveal relation-
ships between events. For example, if two events
share a Date argument, it often indicates that these
events occurred simultaneously. Accurately ex-
tracting all events which shared arguments based
on CMNEE is difficult, but it is very important. So
more attention should be paid into it. It is also an
effective way to improve the performance.

Subset Docs Events Args
Train 12,000 19,427 62,591
Dev 2,000 3,236 10,275
Test 3,000 6,560 20,842

Table 4: Statistics of splitting CMNEE

4. Experiments on CMNEE

4.1. Experimental setting

Benchmark setting Greedy algorithm is used to
split CMNEE into training, development, and test
sets to make event types of these subsets as iden-
tically distributed as possible. Table 4 lists basic
statistics of the spilit result.

Models We selected several advanced base-
lines for evaluation and they can be catego-
rized into three types. The first category in-
cludes models that are designed based on Chi-
nese corpora and do not use triggers informa-
tion, to experimentally verify the necessity of an-
notating trigger information for CMNEE. Cate-
gory 1: 1) DCFEE-O & DCFEE-M (Yang et al.,
2018) proposed a key-event detection method
to complete event arguments extraction by fill-
ing event table according to key-event mention
and surrounding sentences. DCFEE-O only pro-
duces one event record from one key-event sen-
tence. DCFEE-M tries to get multiple possi-
ble argument combinations. 2) GreedyDec &
Doc2EDAG (Zheng et al., 2019) transformed the
event extraction task into a directed cyclic graph
path extension task based on entity information.
GreedyDec only fills one event table entry greed-
ily. 3) DEPPN (Yang et al., 2021a) used a multi-
granularity non-autoregressive decoder to gener-
ate events in parallel based on document-aware
representations. The second category comprises
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the current mainstream and advanced Event Ex-
traction models to validate unique challenges of
CMNEE compared to other datasets. Category 2:
4) BERT+CRF is a sequence labeing model. 5)
EEQA (Du and Cardie, 2020) converted the event
extraction task into the natural question answer-
ing task. 6) TEXT2EVENT (Lu et al., 2021) is
a sequence-to-structure generation paradigm that
can directly extract events from the text in an end-
to-end manner. The third category consists of
models that complete the Event Argument Extrac-
tion task based on golden triggers, in order to high-
light the importance of resolving error propagation
issues on CMNEE in Event Extraction tasks. Cat-
egory 3: 7) PAIE (Ma et al., 2022) constructed
prompts considering argument interaction to ex-
tract event arguments.

Evaluation Following the widely-used setting,
we report the micro Precision, Recall, and F-1
scores for event detection and event argument ex-
traction as our evaluation metrics (Wang et al.,
2020; Tong et al., 2022).

4.2. Overall Experimental Results

Overall experimental results can be seen in Tabel
5. From these results we could find that: 1) Almost
all models have relatively low performance on CM-
NEE, which suggests that CMNEE is challenging
and that event extraction for the military domain
deserves further exploration. 2) Models not using
trigger information are significantly less effective
than those using trigger information. Due to the
specificity of the military domain, military events
are always centered around several specific types
of entities. In the event schema, the overlap of ar-
gument roles is higher compared to other domains,
and it is difficult to accurately distinguish different
events. Therefore, incorporating trigger informa-
tion for event types is conducive to better accom-
plishing the military event extraction task. Among
them, PAIE used golden trigger information, and
the event argument extraction effect is much bet-
ter than other models. 3) It is worth noting that
BERT+CRF performs well on CMNEE due to the
advantage of CRF in modelling multi-event correla-
tion, as can be seen from Figure 5, CMNEE has a
high percentage of multi-events, and CRF is help-
ful in multi-event information extraction.

4.3. Analyzes on Data Size

In this section, we selected several models with
better performance to analyze the benefits of a
larger data scale. We randomly choose different
proportions of documents from the CMNEE train-
ing set and compare the model performances (Trg-
F1 for event detection and Arg-F1 for event argu-

ment extraction) trained with different data sizes.
Results can be seen in Figure 6. We can observe
that CMNEE can sufficiently train the models.

80

1% 2% 5% 20% 40% 60% 80% 100%

BERT+CRF EEQA TEXT2EVENT

80
70 g--4o--o--8--1o
60 12

-5 O

w

& 40

< 30
20
10
0 <

1% 2% 5% 20% 40%
BERT+CRF ¢ EEQA

60% 80% 100%
O TEXT2EVENT -0 PAIE

Figure 6: Model Performance (Trg-F1 & Arg-F1)
change along with different training set data size.

4.4. Analyzes on Co-reference
Arguments

Since the same argument contained in the event
in the document may appear several times with
the same text and different offsets, or in the form
of abbreviation, code name, etc., i.e., there ex-
ists co-reference arguments. The extraction of co-
reference arguments can also express the eventin-
formation. For example, in the sentence “The Seal
nuclear submarine is a third-generation Russian
submarine, construction of which began in 1991,
and in 2008 the Seal underwent navigational tests
in the Sea of Japan.”, extracting “The Seal nuclear
submarine” at the beginning of the sentence and
“the seal” in the middle of the sentence both can
be used as the Equipment argument of the Ex-
periment event. Judging the extraction result only
based on the events list does not meet the practical
requirements. If co-reference argument informa-
tion is taken into consideration, the performance
of event argument extraction will be obviously im-
proved as can be seen in Figure 7.

4.5. Error Analysis

In order to better understand the difficulties of CM-
NEE, We randomly selected 50 samples to ana-
lyze errors that occurred in event detection and
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Event Detection

Event Argument Extraction

Models TrgP  Trg-R Trg-F1  ArgP  Arg-R  Arg-Fi
DCFEE-O - - - 303 223 25.7
DCFEE-M . . - 264 220 24.0
GreedyDec - - - 39.4 19.9 26.4
Doc2EDAG . . - 543 239 33.2
DEPPN . . - 382 350 36.5
BERT+CRF 731 777 753 631 523 57.2
EEQA 658  80.5 724 390 391 39.0
TEXT2EVENT 301  60.6 402 313 413 35.5
PAIE . : - 720 670 69.4

Table 5: Overall event detection and event argument extraction performance on CMNEE

80
incremental difference

70 M micro-F1 before converting

50

4
“analHLNN
" II ll II II

Figure 7: Converted metrics after considering co-
reference arguments.

o

event argument extraction and categorized these
errors into 3 main groups.

Identification mistakes. It is the most common
error accounting for nearly 50% that negative in-
stances are misclassified to positive types (FP) or
positive instances are misclassified to N/A (FN).
This suggests that understanding event semantic
information based on complex text still requires a
great deal of effort.

Majority bias. Due to the inherent unbalanced
characteristics of CMNEE, when dealing with com-
plex texts, instance tends to be classified into types
of higher frequency of occurrence. This error type
accounts for about 20% of all errors. Since we did
not apply data augmentation or balancing during
dataset construction and maintain the realworld
distribution in CMNEE, it is expected that models
that can cope with this problem and accomplish
the extraction of fewer sample events more effi-
ciently will be devoloped.

Extraction boundary. In this situation, ex-
tracted argument tokens are more or less than the
actual labelled argument. For example, the cor-
rect equipment argument of Deploy is the SAD anti-
missile system, but the extracted argument is the
localized text anti-missile system, which omits key
information. Another example is that location ar-
gument should be extracted is South Korea rather
than located in South Korea, which introduces ir-
relevant information. How to better determine the
extraction boundaries so that the extracted infor-
mation is concise and effective deserves further
research. This is one of the major reasons for the
unsatisfactory performance of the event extraction
model, with errors accounting for about 32%.

5. Related Work

Since event extraction is one of the important
tasks in natural language processing and is sig-
nificant in practical applications, various datasets
are constructed. As shown in Table 3, the
datasets constructed for different subtasks and
different text granularity have their own char-
acteristics. The most widely used dataset is
ACE2005 (Christopher et al.), which defines 8
event types, 33 event subtypes and 30 argument
roles, and contains 599 documents and 4,480
events. MAVEN (Wang et al., 2020) is the largest
event detection dataset, which defines 168 event
types and labels 19,640 events. For the document-
level event extraction task, the commonly used
datasets are RAMS (Ebner et al., 2020) and
WikiEvents (Li et al., 2021a), with a smaller num-
ber of documents, 9124 and 246, respectively. Ch-
finAnn (Zheng et al., 2019) is constructed using dis-
tant supervision to assist in the construction, with
a sizable scale, but it does not contain event trig-
ger information, and can only be used for the event
argument extraction task.

Most of the current relevant datasets are
oriented to general domains or financial do-
mains. There are also some datasets oriented
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to other specific domains, such as biomedical do-
main (Pyysalo et al., 2013), literary domain (Sims
et al., 2019), terrorist attack events (Grishman and
Sundheim, 1996), breaking news (Fu et al., 2010),
etc. To the best of our knowledge, there are cur-
rently no publicly available English datasets specif-
ically dedicated to event extraction tasks in the mil-
itary domain. However, some existing datasets
do include certain military events. For instance,
the ACE2005 dataset contains the “Conflict.Attack”
category, while the MAVEN dataset includes cat-
egories like “Attack” and “Defending”. Addition-
ally, the MUC-4 dataset encompasses information
on terrorist attack events. The volume of military
event-related data in these datasets is relatively
limited and not easily distinguishable for special-
ized research purposes.

Recently, there have been some efforts using
ChatGPT for data annotation in areas like Named
Entity Recognition and Relation Extraction, as indi-
cated in references (Ding et al., 2022; Goel et al.,
2023; Zhang et al., 2023). However, due to the
complex data structure involved, event extraction
tasks prove more challenging for annotation. The
potential reduction in manpower, time and costs
were also limited. Considering CMNEE’s status
as a pioneering dataset in the field, we aimed
for utmost authenticity, reliability, and quality, ul-
timately opting for manual annotation. Neverthe-
less, we admit that the use of new techniques re-
mains a promising avenue for future research and
deserves more attention.

6. Conclusion

To fill the gap between military event extraction
and mainstream researches, we proposed a large-
scale document-level event extraction dataset,
CMNEE, which was developed based on open-
source Chinese military news. CMNEE is an im-
portant complementary for existing event extrac-
tion datasets, and is helpful to advance the de-
velopment of event extraction task research, par-
ticularly facilitate progress in the military domain.
Compared to existing datasets, CMNEE is ori-
ented to the military domain, featuring a higher
proportion of overlapping events and longer argu-
ments due to the characteristics of military texts,
thereby increasing the difficulty of extraction. Ad-
ditionally, it includes annotations for co-reference
arguments, making the assessment of extraction
results more rational. Experiments demonstrate
that CMNEE is challenging and event extraction
in military domain remains an open issue.

7. Limitations

We have to admit that CMNEE has some limita-
tions. 1) Limited event types and roles. Due to
the confidentiality and sensitivity of the military do-
main, there is limited publicly available information,
and the development of event schema and annota-
tion criteria relies heavily on domain expert knowl-
edge, which is not easily available. We finally de-
fined 8 event types that are more common and
currently suitable for public research. In order to
improve the diversity, applicability, and impact of
CMNEE, we expected that more authoritative ex-
perts could be invited to increase and refine the
event types. 2) Choose of language and annota-
tion methodology. Due to the large size of CMNEE
and it is annotated based on documents, the anno-
tated information is also relatively complex, in the
existing attempts to annotate with the help of large
language models, the results are not satisfactory
and the cost that can be saved is very limited. As
the first dataset in the military domain, we want to
ensure the quality of the dataset as much as pos-
sible, and finally choose pure manual annotation.
Although we designed a two-stage multi-turns an-
notation approach to improve the efficiency while
guaranteeing the quality, the cost of time, man-
power, and expense for the data annotation is still
very high, so we only annotate the Chinese cor-
pus at the moment. Because Chinese event ex-
traction is also a relatively large and active com-
munity. But in the future, expanding CMNEE to
other languages and further try to annotate with
new techniques are both necessary.
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