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Abstract
Sarcasm primarily involves saying something but "meaning the opposite" or "meaning something completely different"
in order to convey a particular tone or mood. In both the above cases, the "meaning" is reflected by the communicative
intention of the speaker, known as dialogue acts. In this paper, we seek to investigate a novel phenomenon of
analyzing sarcasm in the context of dialogue acts with the hypothesis that the latter helps to understand the former
better. Toward this aim, we extend the multi-modal MUStARD dataset to enclose dialogue acts for each dialogue.
To demonstrate the utility of our hypothesis, we develop a dialogue act-aided multi-modal transformer network for
sarcasm identification (MM-SARDAC), leveraging interrelation between these tasks. In addition, we introduce an
order-infused, multi-modal infusion mechanism into our proposed model, which allows for a more intuitive combined
modality representation by selectively focusing on relevant modalities in an ordered manner. Extensive empirical
results indicate that dialogue act-aided sarcasm identification achieved better performance compared to performing
sarcasm identification alone. The dataset and code are available at https://github.com/mohit2b/MM-SARDAC.

Keywords: Sarcasm Identification, Dialogue Act Classification (DAC), Multi-modality, Multi-tasking

1. Introduction

Sarcasm is an interesting phenomenon that cre-
ates a bitter, ironic impact on individuals, where
the intended meaning is the "opposite of the lit-
eral meaning" of the speaker’s utterance or "mean-
ing something completely different" (Gibbs, 1986;
Dews and Winner, 1995). Numerous studies have
been conducted to detect sarcasm in textual set-
tings (Joshi et al., 2017; Xiong et al., 2019; Srivas-
tava et al., 2020), multi-modal settings (Wang et al.,
2022; Liang et al., 2022) etc. Studies have also
been carried out to perceive sarcasm in the realms
of other affective behaviors such as sentiment and
emotion of the speaker (Chauhan et al., 2020).

Identifying sarcasm is quite a challenging task
as it requires discerning the underlying intended
meaning or the pragmatics being conveyed, known
as dialogue acts, rather than solely relying on the
explicit utterance of the speaker. Multi-modal sar-
casm detection has attracted attention in recent
years (Castro et al., 2019). We must effectively
fuse text, audio, and visual modalities to identify
sarcasm in multi-modal settings. Different modal-
ities play different roles in sarcasm identification.
For example, if a speaker speaks angrily, we may
not capture it from text modality, but a rise in one’s
tone can be captured through audio modality. Also,
if the speaker is sarcastic, he/she may have a grin
on his/her face, which can be captured from vi-
sual modality. Hence, audio and visual features
can help identify sarcasm along with text modality.
Also, different modalities have different importance
when identifying sarcasm. For example, identifying

Figure 1: A conversational illustration to depict how
sarcasm and DAs are related

changes in facial expression can be difficult com-
pared to identifying meaning from text and audio
modality. Hence, we fuse modalities differently to
incorporate them according to their importance.

When humans engage in conversations, they
often display specific communicative intentions
known as Dialogue Acts (DAs), which can help
in detecting the presence of sarcastic behavior in a
speaker’s utterance (Haverkate, 1990). Dialogue
Act Classification is concerned with deciding the
type of the speaker’s utterance, i.e., communica-
tive intention (question, statement, command, etc.).
DAC is very important in discourse structure, as
it supports intelligent dialogue systems, conversa-
tional speech transcription, and so on. For example,
utterances such as "Okay, Sure" or "Ya right" can
be considered as "sarcastic"- in case of- "disagree-
ment" DA or "non-sarcastic"- in case of- "agree-
ment" DA. Another such instance includes "praising

https://github.com/mohit2b/MM-SARDAC
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by criticizing" or vice-versa, "criticizing by praising."
The corresponding dialogue act is needed to cor-
rectly characterize the presence of sarcasm. As
seen in Figure 1, when Penny asks Leonard "Aw,
did she hate you?", Leonard replied "Why? Be-
cause I got an ugly, itchy sweater, and my brother
got a car? No, I was her favourite", it is observed
that Leonard’s communicative intent (DA) is to "dis-
agree" with Penny, asserting the presence of sar-
casm to mock the situation in Leonard’s utterance.
Therefore, detecting sarcasm is driven by under-
standing the pragmatics or the intended meaning
of the speaker’s utterance, i.e., DAs, and can be
useful in simplifying the task of identifying sarcasm
in conversations.

Over the years, sarcasm identification has mostly
been investigated as a standalone task (Joshi et al.,
2015; Babanejad et al., 2020). In this paper, we
seek to investigate a novel phenomenon of aid-
ing sarcasm with dialogue acts with the hypothesis
that the latter helps to understand the former bet-
ter. In this direction, we first extend the multi-modal
MUStARD dataset (Castro et al., 2019) for sarcasm
by annotating DAs for each dialogue. Our pro-
posed approach, MM-SARDAC, involves extracting
modality-specific features from the text, audio, and
visual sources. These modalities are then inte-
grated within a Pretrained Language Model (PLM)
using an adapter block. We subsequently per-
form Dialogue Act-aided Sarcasm Identification and
Sarcasm-aided Dialogue Act Classification, where
the former is treated as our primary task and the
latter as the auxiliary. Our findings demonstrate
that the two tasks mutually enhance each other, as
compared to when they are considered individually.
By jointly considering the impact of DAs and incor-
porating multiple modalities in an ordered manner,
our approach provides valuable insights into the
task of sarcasm identification.

Contributions. We summarize our contribu-
tions as follows: (i) We propose a multi-modal
framework for dialogue act-aided sarcasm iden-
tification and sarcasm-aided DAC in dialogues to
study the role and impact of DAs for identifying
sarcasm; (ii) The proposed model encompasses
a modality order driven modality fusion adapter
that fuses audio and visual signals using contex-
tualized attention inside the BART model; (iii) We
augment existing multi-modal sarcasm dialogue
dataset to curate Multi-modal Sarcasm-Dialogue
Act Dataset, (MUStARD2), having human anno-
tated DA labels corresponding to each dialogue
along with its pre-existing sarcasm labels; (iv) Em-
pirical findings (both qualitative and quantitative)
indicate the effectiveness of MM-SARDAC and DAs
on sarcasm identification and shows its benefit over
standalone task variants.

2. Related Works

The current work is mainly related to four research
areas: sarcasm identification, DAC, multi-modal
fusion, and parameter-efficient fine-tuning. In the
following paragraphs, we have summarized the
relevant works.

Sarcasm Identification. Castro et al. (2019)
developed a benchmark multi-modal sarcasm iden-
tification dataset called MUStARD. Chauhan et al.
(2020) developed a multi-task framework for detect-
ing sarcasm with sentiment and emotion detection
as auxiliary tasks. Liang et al. (2022) proposed a
cross-modal graph-based model for identifying sar-
castic utterances. Tomar et al. (2023) proposed to
identify sarcasm in conversations by analyzing the
importance of different modalities and incorporating
them in a specific order.

Dialogue Act Classification. Malhotra et al.
(2022) developed HOPE dataset that is used for
DAC in counseling conversations. Raheja and
Tetreault (2019) uses context-aware self-attention
and hierarchical recurrent neural network to classify
DAs. Wang et al. (2020) developed a neural gen-
eration model that is used to generate DAs and re-
sponses simultaneously. It maintains the meaning
of multi-domain DAs, and in the generation process,
it attends to DAs as needed. Ang et al. (2005) uti-
lized lexical and prosodic knowledge sources for DA
segmentation and DAC tasks using speech data in
multi-party meetings. Saha et al. (2021a) and Saha
et al. (2022) proposed to identify DAs in conversa-
tions with the help of the sentiment and emotion
of the speaker in a multi-modal setting. The idea
of studying speech acts has also been extended
to social media conversations termed Tweet Acts
(TAs) Saha et al. (2020a), Saha et al. (2019), Saha
et al. (2020c) and have been further explored in the
presence of emotion and sentiment of a tweeter
in a multi-modal setting Saha et al. (2021b), Saha
et al. (2021c).

Multi-Modality. Jaegle et al. (2021) developed a
transformer-based neural network, Perceiver, that
works with various modalities (text, audio, video,
video + audio) and can scale to very large input di-
mensions. Alayrac et al. (2022) developed a visual
language model that takes visual and textual inputs,
returns textual output, and is able to perform a few
shot learning on multi-modal tasks. Alayrac et al.
(2020) used a self-supervised approach on how to
combine text, audio, and visual modality and learn-
ing useful representation to help in downstream
tasks. Suman et al. (2022) proposed a multi-modal
system to predict personalities of different people.

Parameter-Efficient Fine-Tuning. Li and Liang
(2021) developed a prefix tuning method that opti-
mizes vectors that are prepended to key and value
vectors in the transformer architecture. Houlsby
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et al. (2019) developed adapter modules that in-
sert a small number of the trainable units inside
the transformer layer for fine-tuning purposes. He
et al. (2021) studied the connection between the
transfer learning methods and proposed a new vari-
ant called Mix And Match adapter for fine-tuning
purposes.

3. Dataset

To study the role of DAs in sarcasm detection in a
multi-modal dialogue setting, we augment the exist-
ing dataset MUStARD with DA labels, along with its
pre-annotated sarcasm labels, to introduce a new
dataset called Multi-modal Sarcasm-Dialogue
Act Dataset, (MUStARD2).

3.1. Data Collection
To understand the role of DA on sarcasm, we se-
lect the benchmark and open-source multi-modal,
conversational sarcasm dataset, MUStARD (Cas-
tro et al., 2019). The reason for its selection is
that it is balanced in terms of both sarcastic and
non-sarcastic labels. Also, due to its being multi-
modal, it was beneficial to study the role of DA in
sarcasm in a multi-modal setting. To the best of
our knowledge, we were unaware of any dataset
that is annotated with both sarcasm and DAs in a
multi-modal dialogic setting. Thus, the MUStARD
dataset has been manually annotated with DAs to
enhance the research in sarcasm identification. By
incorporating DA annotations, we aim to provide a
richer and more comprehensive resource for study-
ing both sarcasm and DAs.

3.2. Data Annotation
For many years, the SWBD-DAMSL tag set having
42 DAs developed by Jurafsky (1997) has been
widely used for DAC in task-independent dyadic
conversations like SWBD (Godfrey et al., 1992).
However, Saha et al. (2020b) proposed a collected
taxonomy of the 12 most commonly occurring DAs
influenced by the SWBD-DAMSL tag set, espe-
cially for smaller-sized conversational corpus. The
motivation for using 12 DAs in EMOTyDA (as men-
tioned in Saha et al. (2020b)) was the lack of oc-
currence of 42 DAs in a smaller dialogue corpus.
Our situation with the MUStARD dataset resonated
with that of Saha et al. (2020b) as the MUStARD
dataset is a very small dataset with just about 690
instances. Hence, we stuck with the 12 DAs and
refrained from coming up with new tags to ease
the course of study. Therefore, we use this taxon-
omy to annotate our MUStARD2 dataset. The 12
tags are Greeting (g), Question (q), Answer (ans),
Statement-Opinion (o), Statement-Non-Opinion (s),

Apology (ap), Command (c), Agreement (ag), Dis-
agreement (dag), Acknowledge (a), Backchannel
(b) and Others (oth).

The current work annotates all 690 dialogues
from the MUStARD dataset for its corresponding
DAs. Three annotators qualified in English linguis-
tics from the authors’ affiliation were assigned the
task of labeling each dialogue out of 12 possible
DAs. The annotators were trained for the DA label-
ing task on an already existing benchmark dataset,
EMOTyDA (Saha et al., 2020b), a multi-modal con-
versational dataset containing gold-standard labels
for the DA tags. We chose this dataset to train
the annotators because the 12 DA tags for the cur-
rent work align with the EMOTyDA dataset. The
annotators were initially provided with the subset
of the EMOTyDA dataset to understand different
examples of the DA tags. After a clear understand-
ing of the tags, they were presented with another
subset of the EMOTyDA dataset without the labels
and were asked to annotate it. The annotated tags
were compared with the existing gold-standard la-
bels to identify discrepancies and further correct
the annotators. Finally, all three annotators were
presented with the MUSTARD dataset and were
asked to annotate. They were asked to annotate
these dialogues by viewing the video and transcript
available without the information of pre-annotated
sarcasm labels. This ensured the dataset wasn’t
biased to any specific sarcasm-DA labels.

The inter-annotator agreement score Cohen
Kappa (Cohen, 1960) is 0.71, which indicates ac-
ceptable agreement. It is achieved in the first round
of annotation of the MUSTARD dataset. This is
reported based on the count that at least two an-
notators agreed on a particular DA tag, which was
chosen as the final tag. The score stems from
the fact that the annotators were initially trained on
this task on a different dataset, but the annotators
did better understand the task. The cases of dis-
agreement were resolved with mutual discussion
amongst the annotators and the primary author.

3.3. Multi-modal Sarcasm - Dialogue Act
Dataset : MUStARD2

The MUStARD2 comprises 690 dyadic and multi-
party conversations, resulting in a total of 2951
utterances. Each utterance contains three modali-
ties: audio, text, and visual. We obtain the raw text,
audio, and visual data from the MUStARD dataset
and augment it with DA labels. The distribution of
DA and sarcasm labels in the dataset is shown in
Table 1.

Role of Dialogue Act. In Figure 2, we show two
examples from the dataset where DA is useful in
determining the sarcasm present in the conversa-
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Dialogue
Acts Sarcasm Non

Sarcasm
Agreement 30 13

Answer 59 42
Statement Opinion 47 31

Disagreement 15 5
Question 38 54

Backchannel 7 19
Statement Non Opinion 19 8

Apology 3 8
Acknowledge 2 5

Command 2 8

Table 1: Distribution of dialogue acts and sarcasm
labels

Figure 2: Importance of DAs in sarcasm detection

tion. In the first example, Dorothy is disagreeing
and trying to refer to another person while indirectly
indicating that she is referring to Sophia and that it
is hard to study with her being around, hence be-
ing sarcastic. In the second example, Chandler is
expressing an opinion about how Joey’s livelihood
doesn’t depend upon remembering sentences and
indirectly mocking him for not being good at mem-
orizing things and hence being sarcastic. These
examples show that DAs are useful in determining
the presence of sarcasm and it presents the model
with the ability to use additional information while
reasoning about sarcasm.

4. Methodology

Our objective is to perform dialogue act-aided sar-
casm identification and sarcasm-aided DAC in the
view that the dialogue act helps identify sarcasm
(and vice-versa through experiments). The pro-
posed framework, MM-SARDAC, is illustrated in
Figure 3. We describe how each of the modules
works in the subsequent sections.

4.1. Multi-modal Feature Extraction
Here, we explain the process of multi-modal feature
extraction.

Textual Features. For extracting textual fea-
tures, we use the BART-base (Lewis et al., 2019)

model. It consists of BERT (Devlin et al., 2018)
style encoder and GPT (Radford et al., 2018) style
decoder. It generates the embedding for the tex-
tual input. For a given sentence S of j tokens,
{s1, s2, ...., sj} it generates an embedding of dimen-
sion S ∈ Rj×768.

Audio Features. For extracting audio fea-
tures, we use Wave2Vec 2.0 (Baevski et al., 2020).
Wave2Vec 2.0 is pretrained on LibriSpeech (Panay-
otov et al., 2015) and LibriVox data for Automatic
Speech Recognition (ASR) task at a sampling rate
of 16kHz. For sampling audio files, we use Librosa
(McFee et al., 2015). The audio series is passed
as an input to the Wave2Vec 2.0 model, and audio
features are extracted from its last hidden state,
A ∈ Ra×768, where a is the audio segment length.

Video Features. We obtain video features from
Castro et al. (Castro et al., 2019). The visual fea-
tures are obtained corresponding to the video clips
of the active speaker uttering the final utterances in
which we want to identify the presence of sarcasm.
Visual features of a video are obtained by extracting
features from the pooling layer of a ResNet-152 (He
et al., 2016) model for each of the frames. Thus,
we obtain the final visual feature vector V , where
V ∈ Rv×2048, v is the number of frames in a video.

4.2. Network Architecture
The proposed network consists of three main com-
ponents: (i) Modality Encoding, (i) Modality Fusion
Network and (iii) Central Network.

Modality Encoding. We first obtain text repre-
sentation by passing the whole dialogue as an in-
put to BART, audio representation from Wave2Vec
2.0, and visual representation from the ResNet-152
model1, respectively. All these three modality fea-
tures are fused inside the BART at different layers
in the following way.

Modality Fusion Network. We insert Modal-
ity Fusion Network as adapter unit (Houlsby et al.,
2019) inside the BART encoder. The role of the
adapter unit is to train only specific blocks called
adapters while keeping the rest of the model frozen.
Further, we obtain textual representation, T , from
the lower transformer layers. For a particular layer,
we generate query, key, and value vectors, Q, K,
and V , respectively, from the textual representa-
tion, T , as shown in Equation 1. Here T ∈ Rj×d

Wq,Wk,Wv ∈ Rd×d are learnable parameters, j
is the sequence length of the model and d is the
model dimension.

[Q,K, V ] = [TWq, TWk, TWv] (1)
Let M ∈ Rj×dm denote the audio or video modal-

ity, where dm is the modality dimension. We then

1Audio and Video representations are for the last ut-
terance of a dialogue.
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Figure 3: Architecture of (a) Multi-modal BART, (b) Modality Fusion Network. Here, Multi-modal BART
consists of a Modality Fusion Network, indicated as audio and video fusion in the above figure. For fusion,
it receives modality representation from lower layers of the BART encoder (for text), from Wave2Vec2.0
(for audio), and from ResNet-152 (for video). It is a component of MM-SARDAC, (c) Architecture of
MM-SARDAC with the Central Network. Here Output can refer to Sarcasm Identification or Dialogue Act
Classification

proceed to obtain modality contextualized key and
value vectors.

K̂ = (1− λk)K + (λk)(MUk) (2)
V̂ = (1− λv)V + (λv)(MUv) (3)

λk and λv are learnable parameters given by the
following equation :

λk = σ1(KWk1
+ (MUk)Wk2

) (4)
λv = σ1(KWv1

+ (MUv)Wv2) (5)

The dimension of parameters are as follows:- λk

and λv ∈ Rj×1, Uk and Uv ∈ Rdm×d, Wk1 , Wk2 ,
Wv1 and Wv2 ∈ Rd×1, and σ1 means Sigmoid acti-
vation function.

Hence, we obtain the multi-modality infused key
and value vectors. We then proceed to calculate
the scaled dot product attention. In our case, we
fuse audio and video modalities in different layers
of the BART encoder (Kumar et al., 2022; Yang
et al., 2019). Let m1 and m2 denote either audio or
video modality. We first fuse modality m1, and then
we fuse modality m2 with the text representation
coming from the lower layers. For modality, m1, we
get contextualized key and value vectors as K̂t−m1

and V̂t−m1 from Equations 2 and 3. We calculate
the scaled dot product attention with the text vector
as:

Ct−m1
= σ2(

QtK̂
T
t−m1√
dk

)V̂t−m1
(6)

The term dk is the head dimension of a single
head in multi-head attention, and σ2 means Soft-
max activation function. The contextualized repre-
sentation, Ct−m1 , is fused with textual representa-
tion from lower layers using a gated mechanism.

Ĉt−m1
= T + gt−m1

⊙ Ct−m1
(7)

gt−m1
= [T ⊕ Ct−m1

]W1 + b1 (8)

where gt−m1 represents gating mechanism, ⊕
means concatenation, ⊙ means element wise mul-
tiplication, W1 ∈ R2d×d and b1 ∈ Rd×1.

For fusing modality m2 with the contextualized
representation Ĉt−m1

, we obtain a new set of query,
key, and value vectors from Ĉt−m1

using Equation 1
and further obtain modality contextualized key and
value vectors as K̂t−m1−m2 and V̂t−m1−m2 , respec-
tively from Equation 2 and 3. We then compute the
scaled dot product attention as:

Ct−m1−m2
= σ2(

Qt−m1
K̂T

t−m1−m2√
dk

)V̂t−m1−m2

(9)
Next, the representations Ct−m1−m2

and Ĉt−m1

are fused through the gating mechanism.

Ĉt−m1−m2 = Ĉt−m1 + gt−m1−m2 ⊙ Ct−m1−m2

(10)
gt−m1−m2

= [Ĉt−m1
⊕ Ct−m1−m2

]W2 + b2 (11)
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where gt−m1−m2
is the gating mechanism, W2 ∈

R2d×d and b2 ∈ Rd×1. The contextualized repre-
sentation Ĉt−m1−m2

is sent to the above layers for
further processing.

Central Network. We perform the entire pro-
cess (explained above) of modality encoding and
fusion for each of the two tasks, i.e., DAC and sar-
casm identification, using two different copies of
the same architecture (see Figure 3). Firstly, we
train the two models individually for sarcasm iden-
tification and DAC, respectively. Secondly, while
performing classification in an aided manner, we
freeze the individual parameters of the two models
and obtain the representation from the last clas-
sification layer for both tasks, i.e., hiddensar and
hiddenda. We then concatenate these two repre-
sentations and then pass them to a linear layer
followed by a non-linearity and classification layer
for doing dialogue-act-aided sarcasm identifica-
tion and sarcasm-aided dialogue act classification
tasks.

sharedtask = σ3([hiddensar ⊕ hiddenda]W3 + b3)
(12)

From Equation 12, we obtain shared representa-
tions for both the tasks as sharedsar and sharedda.
We then pass these shared representations to the
classification layer.

outputsar = sharedsarW4 + b4 (13)
outputda = shareddaW5 + b5 (14)

Here, σ3 represents the ReLU activation func-
tion, and the dimensions of the parameters are
as follows:- W3 ∈ R2d×d, b3 ∈ Rd×1, W4 ∈ Rd×p,
b4 ∈ Rp×1, W5 ∈ Rd×q, b5 ∈ Rq×1, where p and q
are the number of classes in sarcasm and DA tasks,
respectively. In the MM-SARDAC model, only the
Modality Fusion Network and classification layers
are trainable, and the rest of the model is frozen.
Hence, our model utilizes Parameter-Efficient Fine
Tuning (PEFT).

4.3. Experimental Setup
We use a pre-trained BART-base (Lewis et al.,
2019) language model for our task, which is imple-
mented using hugging face library (Wolf et al., 2019)
in PyTorch framework (Paszke et al., 2019). We run
experiments on the extended dataset MUStARD2.
The dataset is split into training- 540, validation- 75,
and test- 75 dialogic instances. The hyperparam-
eters used are as follows: fusion of audio (5th en-
coder layer), the fusion of video (6th encoder layer),
audio dimension (768), video dimension (2048),
learning rate (1e-4), number of epochs (20), batch
size (32), optimizer (Adam).

5. Results and Discussion

We use accuracy, weighted F1-score, precision,
and recall measures to evaluate the performance of
the proposed MM-SARDAC and compare it against
several baselines and state-of-the-art (SOTA) mod-
els.
Comparison with the Baselines. We conduct
several experiments to illustrate the performance of
our hypothesis and model for sarcasm identification
and DAC in standalone and aided settings, the role
of different modalities, and the impact of modality
order fusion in these scenarios.

Role of Aided Classification. Table 2 presents
the results of MM-SARDAC for the task of sar-
casm identification in both standalone and when
it is aided by dialogue acts. As evident, when sar-
casm is aided by dialogue acts the performance of
sarcasm detection consistently over its standalone
variant across all the combinations of modalities.
Our proposed approach attained a performance
improvement of 1.33% and +1.54% in terms of ac-
curacy and F1-score, respectively, on sarcasm de-
tection as compared to its standalone counterpart
(see row corresponding to MM-SARDAC (t-a-v) in
Table 2). This indicates that dialogue acts indeed
boost the performance of sarcasm detection, in
line with our proposed hypothesis. Additionally,
we also report results for the task of DAC to an-
alyze its effect in the context of sarcasm. Table
3 shows the results of MM-SARDAC for the task
of DAC in both standalone and aided settings. In-
terestingly, we observe that the performance of
DAC also improves consistently when aided by sar-
casm compared to its corresponding standalone
variants. Our proposed model achieved a perfor-
mance gain of +5.34% and +5.84% in terms of
accuracy and F1-score, respectively, for the task
of DAC as compared to its single task setting (see
row corresponding to MM-SARDAC (t-a-v) in Table
3). Thus, the above observations support our hy-
pothesis that DAs help in identifying sarcasm better
and vice-versa.

Role of Modality. To analyze the importance
of different modalities, we report an ablation study
of our model in tri/bi/uni-modal settings. In the
case of sarcasm identification (seen in Table 2),
when the textual modality is dropped from the tri-
modal setting, the performance drops by -10.67%
and -10.67% in terms of accuracy and F1-score, re-
spectively (see row corresponding to MM-SARDAC
(t-a-v) and Bimodal (a-v) in Table 2). While the
performance drop was observed to be -6.67% and
-6.67% for the exclusion of audio modality in terms
of accuracy and F1-score, respectively (see row
corresponding to MM-SARDAC (t-a-v) and Bimodal
(t-v) in Table 2), and -0.07% for the exclusion of
visual modality in terms of F1-score (see row corre-
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Model Description Dialogue Act Aided Sarcasm Setting Standalone Sarcasm Setting
Accuracy Precision Recall F1-Score Accuracy Precision Recall F1-Score

MM-SARDAC
(t-a-v) 0.8133 0.8133 0.8133 0.8133 0.8 0.8103 0.8 0.7979

Trimodal

t-v-a 0.7333 0.7333 0.7333 0.7333 0.7333 0.7437 0.7333 0.7298
a-t-v 0.72 0.7217 0.72 0.7197 0.6933 0.6933 0.6933 0.6932
a-v-t 0.7466 0.7469 0.7466 0.7466 0.7333 0.7341 0.7333 0.7332
v-t-a 0.64 0.6402 0.64 0.64 0.5466 0.5478 0.5466 0.5456
v-a-t 0.6533 0.6555 0.6533 0.6525 0.64 0.6412 0.64 0.6396

Bimodal

t-a 0.8133 0.8166 0.8133 0.8126 0.8133 0.8166 0.8133 0.8126
t-v 0.7466 0.7469 0.7466 0.7466 0.7466 0.7467 0.7466 0.7465
a-t 0.6933 0.7210 0.6933 0.6846 0.7333 0.7451 0.7333 0.7306
a-v 0.7066 0.7066 0.7066 0.7066 0.6933 0.6933 0.6933 0.6932
v-t 0.6933 0.7061 0.6933 0.6893 0.6933 0.6962 0.6933 0.6916
v-a 0.68 0.6802 0.68 0.6796 0.68 0.68 0.68 0.68

Unimodal
t 0.7333 0.7356 0.7333 0.7323 0.7066 0.7070 0.7066 0.7063
a 0.6266 0.6291 0.6266 0.6238 0.64 0.6431 0.64 0.6387
v 0.64 0.6402 0.64 0.64 0.6533 0.6555 0.6533 0.6525

Table 2: Results of all the baselines and MM-SARDAC for sarcasm detection in standalone and dialogue
act aided settings. m1-m2-m3 represents modality order to be m1, m2 and m3.

Model Description Sarcasm Aided DAC Setting Standalone DAC Setting
Accuracy Precision Recall F1-Score Accuracy Precision Recall F1-Score

MM-SARDAC
(t-a-v) 0.48 0.3868 0.48 0.4120 0.4266 0.3213 0.4266 0.3536

Trimodal

t-v-a 0.3866 0.3193 0.3866 0.3431 0.4133 0.3910 0.4133 0.3759
a-t-v 0.3733 0.2659 0.3733 0.2944 0.3866 0.2427 0.3866 0.2899
a-v-t 0.3466 0.2597 0.3466 0.2831 0.2666 0.2834 0.2666 0.2559
v-t-a 0.32 0.2218 0.32 0.2572 0.3333 0.2367 0.3333 0.2712
v-a-t 0.36 0.2496 0.36 0.2899 0.3066 0.2239 0.3066 0.2521

Bimodal

t-a 0.4533 0.3136 0.4533 0.3673 0.3466 0.2602 0.3466 0.2936
t-v 0.44 0.3268 0.44 0.3610 0.4533 0.2905 0.4533 0.3526
a-t 0.44 0.3242 0.44 0.3631 0.4133 0.3134 0.4133 0.3345
a-v 0.3066 0.3008 0.3066 0.3066 0.2133 0.2253 0.2133 0.2151
v-t 0.32 0.2283 0.32 0.2660 0.32 0.2384 0.32 0.2721
v-a 0.2666 0.2090 0.2666 0.2340 0.2933 0.2795 0.2933 0.2305

Unimodal
t 0.36 0.2830 0.36 0.3146 0.4 0.2560 0.4 0.2925
a 0.36 0.2064 0.36 0.2407 0.3733 0.1847 0.3733 0.2203
v 0.3333 0.2248 0.3333 0.2583 0.3333 0.2006 0.3333 0.2486

Table 3: Results of all the baselines and MM-SARDAC for DAC in standalone and sarcasm aided settings

Audio Video Model Acc Precision Recall F1

4 5

DA_Only 0.36 0.1419 0.36 0.2036
Sarcasm_Only 0.8133 0.8166 0.8133 0.8126

Sarcasm_Aided_ DA 0.36 0.1940 0.36 0.2214
DA_Aided_Sarcasm 0.7866 0.7896 0.7866 0.7859

5 5

DA_Only 0.4533 0.3292 0.4533 0.3740
Sarcasm_Only 0.7066 0.7127 0.7066 0.7050

Sarcasm_Aided_ DA 0.4 0.3345 0.4 0.3575
DA_Aided_Sarcasm 0.7733 0.7734 0.7733 0.7732

5 6

DA_Only 0.4266 0.3213 0.4266 0.3536
Sarcasm_Only 0.8 0.8103 0.8 0.7979

Sarcasm_Aided_ DA 0.48 0.3868 0.48 0.4120
DA_Aided_Sarcasm 0.8133 0.8133 0.8133 0.8133

6 5

DA_Only 0.4133 0.3910 0.4133 0.3759
Sarcasm_Only 0.7333 0.7437 0.7333 0.7298

Sarcasm_Aided_ DA 0.3866 0.3193 0.3866 0.3431
DA_Aided_Sarcasm 0.7333 0.7333 0.7333 0.7333

Table 4: Ablation Study - Fusion of audio and video
modalities in different layers of the BART encoder.
Here DA means Dialogue Act.

sponding to MM-SARDAC (t-a-v) and Bimodal (t-a)
in Table 2).

Similarly, in the case of DAC (see Table 3), we ob-
serve a performance drop of -17.34% and -10.54%,
a drop of -4% and -5.1% and a drop of -2.67% and
-4.47% corresponding to the exclusion of textual,
audio and visual modality in terms of accuracy and
F1-score, respectively (see row corresponding to

Model Acc. Prec. Recall F1
SVM∗ (Castro et al., 2019) / 0.721 0.717 0.718
BERT† (Devlin et al., 2018) (only t) 0.68 0.6807 0.68 0.6798
BERT† (Devlin et al., 2018) (t-a-v) 0.7466 0.7467 0.7466 0.7465
MAG-BERT† (Rahman et al., 2020) 0.7333 0.7338 0.7333 0.7330
MISA† (Hazarika et al., 2020) 0.76 0.7717 0.76 0.7568
A-MTL∗ (Chauhan et al., 2020) / 0.7709 0.7667 0.7657
QPM∗ (Liu et al., 2021) / 0.7749 0.7761 0.7753
HKT∗ (Hasan et al., 2021) 0.7941 0.8035 0.7941 0.7925
HKT† (our data-split) 0.7361 0.7362 0.7361 0.7360
MM-SARDAC (Standalone Sarcasm) 0.8 0.8103 0.8 0.7979
MM-SARDAC (DA aided Sarcasm) 0.8133$ 0.8133$ 0.8133$ 0.8133$

Table 5: Performance comparison of MM-SARDAC
against SOTA models. Here, $ indicates statistical
significant findings (p < 0.05 at 5% significance
level). * indicates results reported from the paper.
† indicates results reported by executing the code
provided in the paper. Here DA means Dialogue
Act.

MM-SARDAC (t-a-v), Bimodal (a-v), Bimodal (t-v)
and Bimodal (t-a) in Table 3). From these obser-
vations, we can conclude that the importance of
modality for the joint optimization of these tasks is
as follows:- text > audio > visual.

Role of Modality Order Fusion. In order to un-
derstand the effectiveness of order for fusing the
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Figure 4: Performance of MM-SARDAC and other models on a common test case

Figure 5: Qualitative analysis of predictions made
by different models

modalities in our proposed approach, we present
ablation results by varying the sequence of modal-
ities. In the case of sarcasm identification (see
Table 2), the best results were obtained when the
modalities were fused in text –> audio –> visual
sequence with a relative improvement of +6.67%
and +6.67% in terms of accuracy and F1-score,
respectively, in comparison to fusing the modalities
in audio –> visual –> text sequence (see row cor-
responding to MM-SARDAC (t-a-v) and Trimodal
(a-v-t) in Table 2). In the case of DAC (see Table
3), the text –> audio –> visual sequence provided
the best results and a performance gain of +9.34%
and +6.89% in terms of accuracy and F1-score,
respectively, in comparison to the text –> visual –>
audio sequence (see row corresponding to MM-
SARDAC (t-a-v) and Trimodal (t-v-a) in Table 3).
The improvement firmly supports that the proposed,
MM-SARDAC performs effective information pro-
cessing in the following order: text (content) –>
audio tone –> visual cues. Additionally, in Table
4, we show the performance of dialogue act-aided
sarcasm identification and sarcasm-aided dialogue
act classification when we do a fusion of audio and
video modalities at different layers of the BART
encoder.
Comparison with the SOTA. We compare the pro-
posed model, MM-SARDAC’s performance with
different state-of-the-art models for the task of sar-
casm identification task as shown in Table 5. In
the SOTA multi-modal BERT approach (see row-
3), we fuse all three modalities inside BERT by

concatenating them. As observed, the proposed
MM-SARDAC surpasses all the SOTA approaches,
indicating the efficacy of modality order fusion and
central network for the task.
Qualitative Analysis. We analyze the perfor-
mance of different models on a common test case
shown in Figure 4 to comprehend their strengths
and weaknesses. Our proposed model success-
fully identified an utterance as sarcastic, while the
other models misinterpreted it as non-sarcastic.
This superior performance can be attributed to the
presence of DAs, which the model leverages to
comprehend sarcasm effectively. Additionally, we
report samples in Figure 5, providing information
about cases where the model predicts correct and
incorrect responses. Figure 6 illustrates the confu-
sion arising in our proposed MM-SARDAC during
testing.

We also analyze the case in Table 2 where we
don’t find improvement in sarcasm identification
when aided by dialogue act (see Bimodal row). In
this case, when we fuse audio or visual modality
as the first modality, we find that the performance
of dialogue act-aided sarcasm identification either
remains the same (v-t and v-a) or drops (a-t) except
for (a-v), where it increases. Also, in cases where
text is fused first with other modalities, it remains
the same (t-a, t-v). From these observations, we
can say that in Bimodal cases when audio/visual
modality is fused first, it doesn’t exploit dialogue act
features as we need textual features to support it
because understanding from audio/visual modality
alone is hard for the model when the model doesn’t
have text to augment it as a first modality.

We analyze the correlation between sarcasm and
DA. During our dataset analysis, we encountered a
strong correlation between Sarcasm-DA tags. For
example, DA tags such as disagreement, agree-
ment, answer, and statement opinion co-occur with
the sarcasm tag. In contrast, tags such as question,
backchannel, and apology co-occur more with the
non-sarcasm tag. Table 1 in the paper shows the
distribution of the sarcasm/non-sarcasm tags with
the DA tags. Our hypothesis is established by the
analysis reported in Figures 4 and 5. In Figure 4,
the instance is sarcastic, but in the standalone sar-
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Figure 6: Confusion matrix of MM-SARDAC for
sarcasm detection

casm model, the instance is wrongly predicted. But
the inclusion of the DA task (in this case “answer")
aids in the identification of sarcasm better.

6. Conclusion

In this work, we seek to investigate the role of DA
and the order of multi-modality fusion in sarcasm
identification task. As an attempt in this direction,
we developed a multi-party conversational sarcasm
identification dataset, MUStARD2, that contains
pre-existing sarcasm labels and newly annotated
DA labels for each conversation. We propose a
multi-modal framework for dialogue act-aided sar-
casm identification and sarcasm-aided DAC in di-
alogues to study the role and impact of DAs for
identifying sarcasm called MM-SARDAC. The ex-
tensive set of quantitative and qualitative experi-
ments and the obtained improvements over state-
of-the-art models firmly establish the efficacy of
modeling dialogue act for sarcasm identification
and vice versa. Sarcasm poses a highly abstract
problem that necessitates a comprehensive con-
textual understanding for its identification. In the
future, we aim to investigate the effectiveness of
deep learning models infused with external knowl-
edge to identify sarcastic utterances and generate
a normalized explanation.

7. Ethical Consideration

While creating the dataset from the MUStARD
dataset, we have not violated any copyright issues
as the MUStARD dataset can be used for research
purposes. We will make our code and dataset
publicly available for research and reproducibility
(when the paper is accepted). While annotating the
dataset, annotators can be biased towards certain
dialogue acts; thus, any biases in our dataset are
not intentional.
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