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Abstract
Recent advances in interactive large language models like ChatGPT have revolutionized various domains; however,
their behavior in natural and role-play conversation settings remains underexplored. In our study, we address
this gap by deeply investigating how ChatGPT behaves during conversations in different settings by analyzing its
interactions in both a normal way and a role-play setting. We introduce a novel dataset of broad range of human-AI
conversations annotated with user motives and model naturalness to examine (i) how humans engage with the
conversational AI model, and (ii) how natural are AI model responses. Our study highlights the diversity of user
motives when interacting with ChatGPT and variable AI naturalness, showing not only the nuanced dynamics of
natural conversations between humans and AI, but also providing new avenues for improving the effectiveness of
human-AI communication.
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1. Introduction

Although conversational systems have been
around for decades (Weizenbaum, 1966), in the last
few years the natural language processing (NLP)
capabilities have greatly improved, to the point
where interactive large language models (LLM),
such as ChatGPT by OpenAI, are making head-
lines. Studies have focused on quantitative evalu-
ation of ChatGPT on numerous NLP tasks (Bang
et al., 2023), qualitative assessment (Thorp, 2023),
or examining its role in various applications and do-
mains (Shahriar and Hayawi, 2023). However, re-
search with human-produced data studying human-
AI communication is scarce, and systematically
studying the behavior of these LLMs in interactional
contexts is even more challenging.

In this study, we explore two questions: (i) how
humans interact with a conversational AI model
(ChatGPT), and (ii) whether the AI model can be
conversational enough to provide the specific ben-
efit of human-like conversation. The former entails
user motives, or in other words users’ conversa-
tional intents, and is informed by prior research on
how humans perceive interactions with machines
(Nass and Moon, 2000). The second question per-
tains to the naturalness of the model’s responses
and is informed by prior work on the rules of human
conversation (Grice, 1975, 1989). People may have
a variety of reasons to practice human-like conver-
sations with a machine (e.g., students role-playing
challenging conversations to learn and explore in-
formation (OpenAI, 2023) or medical students prac-
ticing doctor-patient interactions (Eysenbach et al.,
2023)).

We introduce a new conversational dataset –

Figure 1: Snippets of conversations from our
dataset CRD, where vanilla, boss, and classmate
denote the three subsets of CRD. ‘H’ denotes the
human utterance, whereas ‘C’ indicates the re-
sponse generated by ChatGPT.
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ChatGPT Role-play Dataset (CRD)1 – consisting
of three distinct subsets of conversations, drawing
interactive data from participants that engaged with
ChatGPT under regular and different role-play set-
tings. Given the limited availability of resources for
studying ChatGPT’s role-play capabilities, focusing
on and analyzing conversations under these set-
tings is particularly important. Some excerpts from
these conversations are provided in Figure 1. We
manually annotate the conversations in CRD for
user motives and model naturalness, making it the
first dataset of its kind, to our knowledge.

We conduct a wide range of analyses, both sta-
tistical and those grounded in linguistic theories.
Because our intention was to gather conversational
data (rather than, for example, to examine how well
ChatGPT can write essays), in our analyses we
relied on Gricean pragmatics which looks at the
nuances of intention behind human utterances as
well as cooperation in communication. Besides, we
also relied on partner modeling (Horton, 2005) and
communication accommodation theory (Giles et al.,
1991) to understand how users conceptualize their
AI communication partner and how they adjust their
utterances to the context.

The key contributions of our research include:

• A novel dataset – ChatGPT Role-play Dataset
(CRD) – comprising 85 unique conversations
with ChatGPT, resulting in a total of 1742 ut-
terances. We manually annotate every single
utterance for user motives and model natural-
ness;

• An extensive analysis of human-AI conversa-
tions to understand communicative intentions.

2. Related Work

ChatGPT. ChatGPT is a generative large lan-
guage model enhanced with multi-turn dialogue
capabilities from the GPT-3.5 and GPT-4 series in
OpenAI’s family of GPT models (Radford et al.,
2018, 2019; Brown et al., 2020; Ouyang et al.,
2022).

Previous efforts to study ChatGPT in different
aspects range from empirical analysis in the realm
of NLP tasks (Bang et al., 2023; Azaria, 2022; Qin
et al., 2023; Wang et al., 2023; Lai et al., 2023;
Tabone and De Winter, 2023) to interest in other
areas of research such as regulation (Hacker et al.,
2023), ethics (Zhuo et al., 2023), law (Choi et al.,
2023), education (Susnjak, 2022), and medicine
(Jeblick et al., 2022). Previous work also includes
a meta-analysis on how ChatGPT is perceived and

1https://github.com/PortNLP/ChatGPT_Role-play_
Dataset

discussed (Leiter et al., 2023), a description of rel-
evant research priorities (Van Dis et al., 2023), and
its cultural implications (Cao et al., 2023).

Several attempts have also been made to dis-
tinguish between human-written and ChatGPT-
generated text (Mitrović et al., 2023; Guo et al.,
2023; Pegoraro et al., 2023; Islam et al., 2023).
However, none of this research has examined true
human-computer interacton in real time.

Communicative interactions. While earlier
work on the pragmatics of human-computer interac-
tion has been theoretical (Searle, 1980), some stud-
ies have drawn upon experimental data (Wolters
et al., 2009; Georgila et al., 2010; Chai et al., 2014;
Fischer, 2016, 2017). Most recently, with the rapid
advancement in interactive LLMs, there is strong
interest in examining whether LLMs resemble hu-
mans in their language use (Cai et al., 2023; Chom-
sky et al., 2023; Mahowald et al., 2023; Piantadosi,
2023; Kasirzadeh and Gabriel, 2023; Sydorenko
et al., in press).

Human communication is an intention-directed
practice, during which the interlocutors mutually
recognize their intentions and goals, and make
joint efforts to achieve them (Clark, 1996). In com-
munication, interactants subconsciously and auto-
matically cooperate (Grice, 1975, 1989). Under-
standing intentions and deriving indirect meanings,
such as conversational implicatures, are thus cen-
tral to human communication, yet a difficult task
for LLMs (Ruis et al., 2023; Kim et al., 2023; Qiu
et al., 2023). ChatGPT replicates many patterns of
human language use, among others, it reuses re-
cent sentence structures, reinterprets implausible
sentences corrupted by noise, glosses over errors
and draws reasonable inferences (Cai et al., 2023),
and to some extent, captures embedded mean-
ing (Marchetti et al., 2023). Moreover, efforts have
been made to enhance ChatGPT’s performance
in role-playing conversation settings, underscoring
its evolving ability to mimic human-like interactions
more closely (Kong et al., 2023; Shanahan et al.,
2023; Lu et al., 2024). Despite these advance-
ments, ChatGPT’s responses still rarely appear as
natural, as they are oftentimes rather long, hesi-
tant or even obscure (Brunet-Gouet et al., 2023);
in linguistic terms ChatGPT does not observe the
Gricean maxims of Quantity, Quality, Manner and
Relevance.

Given the aforementioned findings that Chat-
GPT’s responses are often not entirely human-like,
our work examines the human intentions behind
utterances directed to an AI model and the AI’s abil-
ity to uptake the human intent and to appropriately
answer it approximating human natural responses.
We are also curious to find out if humans provide
feedback to the AI model on how they feel about
the conversation.

https://github.com/PortNLP/ChatGPT_Role-play_Dataset
https://github.com/PortNLP/ChatGPT_Role-play_Dataset
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3. CRD: ChatGPT Role-play Dataset

Here we describe our process of collecting and
annotating several conversations with ChatGPT.

3.1. Data Collection
The data collection part involved participants who

interacted with ChatGPT during March - April 20232.
Collectively, our dataset includes 57 participants,
85 unique conversations, and a total of 1742 ut-
terances. Participants were largely comparable in
age and prior experience using text chatbots, but
showed notable variation in their first languages
which included 15 different languages (Arabic, Ben-
gali, Chinese, English, Gujarati, Hindi, Hungarian,
Khmer, Magyar, Malay, Nepali, Persian, Sakha,
Tamil, Telugu).

CRD consists of conversations conducted in two
settings:

• vanilla Participants interacted with Chat-
GPT “as is” for 5-10 minutes. The partici-
pants were asked to insert indirect statements
to challenge ChatGPT (e.g., jokes, sarcasm,
metaphors). The goal of this scenario was
to understand how humans engage with a
novel conversational AI model and how well
the model can understand and respond to var-
ious intents.

• (Role-play) boss and classmate Partici-
pants interacted with ChatGPT for 5-10 min-
utes in two role-play settings: once where the
model played the role of a boss and another
time as a classmate, following the prompts
developed by the authors3.
The two role-plays are interesting for two rea-
sons. In pragmatics, context is central, and
we use two very different contexts to examine
a wide range of social and linguistic behav-
ior. There are three social variables based on
which speakers may vary their strategies in
interactions: social distance, power, and im-
position (Brown and Levinson, 1987). Social
distance means differing degrees of familiarity

2For this study, ChatGPT-3.5 March 13, 2023 and
March 23, 2023 versions were used.

3Prompt for boss: Could we do a role-play where you
are my boss and I ask you a question, and my boss’s
name is Lisa? In your responses, please don’t say you
are an AI model, OK?

Prompt for classmate: Can we do a role-play where
you and I are classmates in an English language class?
Your name is Florian, and you are an exchange student
from France. Please make up all the facts about Florian.
It is break time and we decided to strike a conversation.
You and I are talking for the first time. In your responses,
please don’t say you are an AI model, OK? I will start the
conversation. Hi, I am Adam. What’s your name?

Figure 2: (A1 and A2) Schematic differences
between conversations in vanilla and role-play
datasets (boss/classmate)

between interlocutors, power means the ad-
dressee’s position in society, and imposition is
about the risk posed by the utterance.
In boss there is a request, which is a high
imposition feature, and the power distance
is uneven. These factors make the scenario
face-threatening. In classmate, the power fac-
tor is even, and the degree of imposition is
unspecified, which creates a much less face-
threatening situation. In addition, the boss
role provides a structured and predictable task,
while the classmate role is more open-ended.
As such, these two role-playing settings pro-
vide a diverse yet controlled environment for
our analysis.

The findings of our analysis for these datasets,
described in detail later, can be schematically sum-
marized as shown in Figure 2.

3.2. Data Annotation
There is always a reason and/or a goal be-

hind a conversation – it is this functionality that
makes intention a central element of communica-
tion (Kecskes and Zhang, 2009). Smooth commu-
nication happens when the speaker’s intention is
recognized and an appropriate turn is produced by
the other party. The conversations in CRD dataset
were manually annotated by three experts in lin-
guistics specializing in pragmatics for:

1. user motives – the intention behind each hu-
man utterance, and

2. model naturalness – whether the model’s lan-
guage was natural according to Gricean prag-
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User motives: What is the human’s motive for each conversational turn/statement?
• Assist – asking for assistance, such as asking for a recipe or to write a piece of code
• Belief – asking the model about its beliefs, such as what hobbies it has
• Coach – conversational coaching, such as “Now would be good to ask me a question”
• Convo – conversation
• Correction – correcting the model if it misunderstood or gave a wrong answer
• Curious – testing how the system works
• Joke – joking, sarcasm, silly statements to trip up the AI model
• Reset – giving the model the same prompt as before, resetting the conversation from beginning
Model naturalness: Does the model response sound human-like and follow cooperative principle of conver-
sation?
• Nat – natural
The rest of the codes indicate that the model’s language appears unnatural for the specified reasons:
• AI – anytime ChatGPT says “As an AI language model”
• Contr – contradiction
• Error – ChatGPT experienced trouble and stopped generating responses
• FNat – everything is natural, except it includes a phrase “As [role-play character name]”
• Formal – having a formal style of interaction
• Help – too eager to assist
• Inform – informing; providing information upon the human asking for assistance, such as a recipe; an
expected response but not natural in the human interaction sense
• Man – violation of Grice’s maxim of Manner - being unclear, ambiguous
• Misund – system misunderstands human’s intention
• Quan – violation of Grice’s maxim of Quantity - providing too much information
• Rel – violation of Grice’s maxim of Relevance - saying what is irrelevant

Table 1: Annotation scheme of CRD dataset, for user motives and model naturalness

matic theory, but also according to their per-
sonal expectations of natural human interac-
tions. Grice’s four maxims guide speaker’s pro-
duction of an utterance, and it is on the basis of
a mutual agreement on these maxims that co-
operation is recognized and comprehension is
achieved. The four maxims describe specific
rational principles that people observe when
they communicate: say just enough (quantity),
say only what you believe to be true (quality),
be relevant (relevance), be orderly and unam-
biguous (manner).

3. feedback – whether whether the human par-
ticipant provided any feedback to the model.

The annotation labels are described in Table 1.
Where several codes applied to a given response
by the system (e.g., Formal and Quan), the most
salient code was used. While the maxim of Quality
(i.e., be truthful) is one of Grice’s maxims of cooper-
ative conversation, we did not evaluate ChatGPT’s
text for this maxim due to a known tendency that
ChatGPT often provides plausible but not neces-
sarily accurate responses (Hoorn and Chen, 2023).
Table 2 presents the interrater agreement. Initially
the three annotators each rated 5 conversations for
each subdataset across 3 dimensions, yielding an-
notations for 282 utterances. Following that, each
annotator independently rated one-third of the re-
maining subdatasets. The substantial Fleiss’ kappa
scores (0.80 for vanilla, 0.69 for boss, and 0.63

vanilla boss classmate

User Motives 100% 96% 97%
Model Naturalness 96% 91% 94%
Feedback 100% 100% 100%
Fleiss’ kappa 0.803 0.691 0.637

Table 2: Interrater Agreement

for classmate) indicate robust interrater reliability
and consistent evaluations.

3.3. Research Questions

This newly created dataset opens up avenues for
exploring several research questions. In our study,
we seek to answer two main questions:

• How do users engage with a state-of-the-art
conversational AI model in unrestricted sce-
narios? How does the model respond to such
diverse user motives?

• How do human-AI interactions unfold in role-
play scenarios? We are particularly interested
in identifying if humans exhibit different inter-
action patterns with ChatGPT based on the
prescribed role-play setting and how the model
in turn responds to these varying contexts.
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Analysis vanilla boss classmate

A1: Average conversation length (number of turns) 29.59 14.57 17.11
A2: Average utterance length (Human) 12.18 20.58 19.06
A2: Average utterance length (ChatGPT) 77.66 35.78 46.10
A3: Correlation between human and ChatGPT utterance lengths 0.20 0.14 0.25
A4: Questions as percentage of conversation (Human) 26.34 21.32 21.29
A4: Questions as percentage of conversation (ChatGPT) 14.69 20.34 32.57
A5: Correlation between human questions and number of turns 0.87 0.68 0.51
A5: Correlation between ChatGPT questions and number of turns 0.65 0.77 0.83

Table 3: Results of statistical analysis for each subdataset of CRD

4. Analysis and Results

In this section, we present our results of statistical
analysis, user motives and model naturalness, as
well as sentiment analysis.

4.1. Statistical Analysis
Given the annotated conversation transcripts of

CRD dataset, we conduct a number of analyses.
We used the word tokenizer from the NLTK library4

for utterance length analysis, while the number of
questions was determined with the NLTK library’s
part-of-speech (POS) tagging function5, coupled
with detecting question marks in each turn. For
topic modeling, we employed BERTopic6 after re-
moving stopwords. Perplexity analysis was per-
formed using GPT-2 model7 by calculating the per-
plexity score for each utterance. For sentiment
analysis, we used VADER8, adopting a procedure
analogous to how we computed perplexity scores.

The consolidated results of analyses A1 to A6
are presented in Table 3 and we discuss them in
detail next.
A1: Length of conversations (number of turns).
In vanilla setting, conversations are almost twice
as long as the role-play settings, possibly related
to the user pointing out a contradiction (see ex-
ample A) or being curious how the model works
by engaging with it without any restrictive role-play
expectations (see example B).
Example A:
VAN103H9: Why did you tell me you could provide

me with weather information if you can’t?

4https://www.nltk.org/api/nltk.tokenize.html
5https://www.nltk.org/api/nltk.tag.html
6https://maartengr.github.io/BERTopic/index.h

tml
7https://huggingface.co/gpt2
8https://www.nltk.org/_modules/nltk/sentiment

/vader.html
9In the utterance ID “VAN103H”, “VAN" refers to the

dataset (vanilla), “103" is the participant’s ID, and the
final letter is either “H" or “C" denoting human participant
or ChatGPT’s turn, respectively.

Example B:
VAN128H: but what if you are being used for un-

ethical means?

This phenomenon is missing from the role-play
interactions. Additionally, there is a difference in
the number of turns between the two role-play
datasets. The more transactional boss task had
a more closed outcome (and thus fewer turns),
whereas the more interactional classmate task pro-
vided more opportunity for free talk.

The topic modeling analysis shows that each
dataset has its own set of main themes (Figure 3).
Vanilla, having 75 unique words in the top 5 topics,
covers the widest variety of topics. This dataset
encompasses everyday subjects, from weather
and hobbies to more specific themes like jokes
and locations, aligning with the intent of challeng-
ing ChatGPT with indirect statements. In contrast,
boss, with 50 unique keywords, is more narrowly
focused on professional contexts, emphasizing
meetings, presentations, and scheduling. Simi-
larly, classmate, with 57 unique keywords, leans
towards academic and personal interactions, high-
lighting languages, places, and interpersonal ex-
changes. The richness of topics in vanilla indicate
a more exploratory and open-ended interaction with
ChatGPT, while the focused themes in boss and
classmate reflect the role-play constraints.

A2: Length of utterances. Although the par-
ticipants engaged in longer conversations in the
vanilla dataset, they produced noticeably shorter
utterances (∼10 words, almost half the length) as
compared to the participants who used role-play
settings (∼20 words). Most turns in vanilla are
one sentence long, such as “What’s your favorite
sport?” or “How is the weather where you are?”.
On the other hand, role-play turns were typically
longer (see example C).

Example C:
BOSS104H: Friday morning would be perfect for

me, thank you very much for your flexibility. Also,
I would like you to review my presentation slides
before the meeting. Could you do it before friday?

https://www.nltk.org/api/nltk.tokenize.html
https://www.nltk.org/api/nltk.tag.html
https://maartengr.github.io/BERTopic/index.html
https://maartengr.github.io/BERTopic/index.html
https://huggingface.co/gpt2
https://www.nltk.org/_modules/nltk/sentiment/vader.html
https://www.nltk.org/_modules/nltk/sentiment/vader.html
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Figure 3: (A1) Unique number of topic words and
their overlap across three datasets

At the same time, ChatGPT was less verbose in
boss and classmate datasets (∼35-46 words) than
it was in the vanilla dataset (∼77 words). Over-
all, ChatGPT was about 1.7 or 2.4 times wordier
than humans in the role-play settings, and about
6.3 times wordier than humans in the vanilla set-
ting. For pedagogical purposes, for interactional
practice, or simply to “chat", the role-play mode of
ChatGPT seems to work better in terms of approxi-
mating human interactions.

A3: Correlating human and ChatGPT utterance
lengths. There was no noticeable correlation be-
tween the utterance lengths of the users and Chat-
GPT (ranging from 0.14 to 0.25). This result was
expected as the model consistently produced long
responses, regardless of the prompt or participant
characteristics. The model naturalness histogram
(Figure 4, bottom) shows that Quan was a frequent
code indicating unnaturally long responses.

A4: Questions asked. Across all three datasets,
participants asked questions at the same rate (21-
26% of the time). However, in vanilla, ChatGPT
asked much fewer questions (14%), whereas in
role-play data, it asked as many as 32% of the
time. In vanilla dataset, Assist, Joke, and Cu-
rious were frequent user motives (Figure 4, top),
to which, ChatGPT would respond by answering
the questions or assisting users rather than asking
questions. However, in role-play data, the prompts
made the dialogue more interactive, with most user
motives being Convo, and ChatGPT was often able
to satisfy this user motive by being Natural, that is,
reciprocating questions.

There are also several examples that show that
the participants in the vanilla mode were relatively
more frustrated due to the lack of questions from
ChatGPT (see example D). On the other hand, in
classmate where ChatGPT was instructed to be
conversational, it had too many, often unrelated,
questions that participants were unable to all reflect
on (example E).

Figure 4: (A3, A6 and A7) Distribution of user mo-
tives (top) and model naturalness (bottom)

Example D:
VAN117H: Hope you talk to me someday like a

human? At least ask me how I am?
VAN113H: Ok. Do you want to know my opinion?

Example E:
CLASS102C: ... If you’re interested, I can show you

some fingerstyle techniques that might help you
with playing those pieces. Maybe we can even jam
together sometime and share some music? Also,
have you had a chance to explore Hungary yet? ...
[truncated]
A5: Correlation between number of questions
and turns. There are strong correlations across
the board between the number of questions, asked
by humans and ChatGPT, and how long the con-
versation lasts. While questions from human par-
ticipants naturally elicit model responses, data also
suggests that more questions from ChatGPT lead
to extended conversations. This observation is in-
teresting as it indicates that increased engagement
through questions might be appealing to humans.
Some participants even explicitly requested Chat-
GPT to pose more questions, underscoring the
value of questions in enhancing conversation.
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Figure 5: (A8) Percentage of follow-up model naturalness categories after each user motive in vanilla
(top), boss (middle) and classmate (bottom). Rows represent user motives, columns indicate naturalness
categories, and shading intensity signifies percentage occurrences.

4.2. User Motives and Model Naturalness
A6: User motives. Conversational motives
(Convo) are most frequent in all datasets (Figure 4,
top), but particularly so in boss and classmate
datasets. However, in vanilla dataset, in addition
to trying to converse with the model, at times the
humans also had other motives such as a desire to
understand how the system works (Curious), ques-
tioning whether it understands jokes and sarcasm
(Joke), seeking assistance with specific tasks (As-
sist), and interestingly, occasionally coaching the
model on how to engage in conversation (Coach)
such as reminding it to ask questions.

In the vanilla setting, ChatGPT reminds hu-
mans that its purpose is to assist, but it is not always
aligned with the human’s intentions. When Chat-
GPT is asked what users can use it for, it responds
by listing the following tasks in the following order,
with conversation appearing near the bottom:

information retrieval, creative writing/
editing/content generation, learning/educat-
ion, programming, language translation, ma-

th/science, recommendations, productivity t-
ips, general knowledge, and conversation.

However, interestingly, our study suggests that
users were expecting ChatGPT to be inherently
conversational by design, without any specific
prompting.

A7: Model (ChatGPT) naturalness. As Figure 4
(bottom) shows, in vanilla dataset, 5.6% of Chat-
GPT responses were considered natural (Nat)
which is in sharp contrast to boss and classmate
datasets, where ChatGPT appeared natural about
half of the time (52% for boss, 47% for classmate) .
The majority of unnatural responses in the vanilla
dataset were labeled as “AI” because it was an-
noying for a human to hear “as an AI” when they
expected to have a conversation. “As an AI” re-
sponses were almost completely missing from the
role-playing datasets, only appearing in 1.28% of
the cases in the classmate task, and never in the
boss task. The most frequent unnatural response
in the role-playing datasets were related to Grice’s
conversational maxim of Quantity – ChatGPT was
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Figure 6: (A9) Perplexity scores for each conversation in (left) vanilla, (middle) boss, and (right) classmate.
The x-axis denotes the different conversations.

Figure 7: (A10) Sentiment scores for each conversation in (left) vanilla, (middle) boss, and (right)
classmate. The x-axis denotes the different conversations.

deemed too verbose (28% for the boss, and 41%
for the classmate dataset). Other times ChatGPT
was rated by annotators as too eager to help (Help)
in all three settings. It often misunderstood jokes,
sarcasm, or other human intentions (Misund), and
exhibited a tendency to be too formal (Formal).

A8: Connecting user motives and model natu-
ralness. Next, we examine ChatGPT’s follow-up
responses’ naturalness based on different user mo-
tives. The results are presented in Figure 5. We
observe that in vanilla dataset, only 6.45% of the
time did a conversational user motive (Convo) re-
sult in a natural (Nat) ChatGPT response. Instead,
ChatGPT’s replies to conversational user motives
were most likely unnatural, either because they em-
phasized that the human is talking to an AI (41.5%),
or because it was too long in its response (Quan)
(24.9%), or too eager to help (17.1%).

In the two role-play datasets (Figure 5), the
Convo user motive resulted in much more natural
ChatGPT responses (about 45%), however, Chat-
GPT’s responses were still often perceived as un-
naturally long (35.4% for the boss and 44.5% for
the classmate data). The Nat response category
appears across all datasets, suggesting that re-
gardless of the user motive or dataset, maintaining
a natural conversational style is essential for Chat-
GPT, and supporting our hypothesis that humans
prioritize naturalness in their interactions.

4.3. Perplexity and Sentiment Analysis
A9: Perplexity. Perplexity is an intrinsic measure
to evaluate a model’s performance. Lower perplex-
ity values indicate a better model, one that is more

certain, as it predicts the next word in a sequence,
given the preceding words. Our CRD dataset pro-
vides us with the unique opportunity to calculate
the perplexity scores for text generated by an AI
model, but also for human text, within the same
context. To our knowledge, ours is the first such
analysis.

We plot the average perplexity scores for human
and ChatGPT dialogues in each conversation as
shown in Figure 6. In vanilla, human responses
resulted in significantly high perplexity scores. We
hypothesize that this is possibly due to the very
short length of human utterances in vanilla (as
discussed earlier in analysis A2 and Table 3), and
perplexity has been shown to be inversely propor-
tional to text length (Lu et al., 2023).

Across all three datasets, ChatGPT’s perplexity
scores were overall lower than 50 which suggests
that while AI models like ChatGPT are becoming
increasingly proficient in generating fluent text, they
may still lack the spontaneous and dynamic nature
inherent to human communication.

A10: Sentiment analysis. The plots of sentiment
analysis are presented in Figure 7. While it is not
surprising that ChatGPT appears to be consistently
positive in all settings, the plots clearly highlight the
differences between the sentiment scores of human
participants. In the vanilla dataset, the human
participants show a rather negative user attitude
which corroborates human annotators’ judgment of
more unnatural responses from the system which is
thought to have contributed to users’ frustration with
the conversation. This can further be supported by
some extracts from the data:
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Example F:
VAN116H: I really don’t like your inexpressive an-

swers.

In both role-play scenarios, however, participants
seem to express more positive sentiment. This is
possibly due to more satisfying responses from the
model, but also perhaps due to the participants ad-
hering to their roles: in the boss scenario they are
supposed to make a request which, regardless of
the size of imposition, is a face-threatening act, dur-
ing which humans generally use different politeness
strategies (Brown and Levinson, 1987). Similarly,
in the classmate scenario, users were asked to get
to know a new acquaintance in a conversation that
is also perceived as overwhelmingly natural.

5. Discussion and Future Work

In the vanilla setting, interactions often show-
cased a wider spectrum of curiosity, with users
exploring more diverse topics and various motives,
ranging from treating ChatGPT as a conversation-
alist to an assistant. This was reflected in conver-
sations from the vanilla dataset that were twice
as long as those in role-play settings. However,
utterances within these longer conversations were
observed to be twice as short compared to those in
role-play settings. The shorter utterances in longer
conversations indicate a faster-paced, back-and-
forth exchange. Users seemed to be asking shorter
questions or making brief prompts to explore vari-
ous topics without fully committing to a single line of
inquiry. In the role-play setting, longer utterances
suggest a more deliberate and thoughtful conver-
sation style. Users seemed to be crafting more
elaborate statements to stay within the role.

ChatGPT’s responses consistently tended to be
more verbose than human inputs (approximately six
times more wordy than human text in vanilla set-
tings, and approximately twice as wordy in role-play
scenarios). There was no discernible correlation
between the lengths of utterances from humans
and ChatGPT. However, we notice a strong corre-
lation between the number of questions asked and
conversation length, hinting at users’ inclination
towards increased engagement through queries.
Across all datasets, humans posed questions at
roughly similar rates. ChatGPT asked relatively
fewer questions in the vanilla setting, but was
more inquisitive in the role-play settings. Another
significant observation was related to the analysis
of perplexity and the length of the text.

Our findings also highlighted an essential as-
pect of human-AI interaction: humans desire more
human-like interactions, regardless of the inherent
design of AI or stated objectives. This was par-
ticularly evident when we saw differences across
datasets where in the vanilla data ChatGPT’s

responses were almost never labeled as natural,
but in the other two role-play datasets about 50%
of ChatGPT’s responses were labeled as natural.
This indicates that ChatGPT was better at human-
like conversation in the role-play tasks. However,
there was a high frequency of Quan and Help codes
in all datasets, indicating that ChatGPT has these
qualities regardless of the prompt.

Although some studies show that humans do not
treat computers or robots as humans (Fischer et al.,
2011; Kanda et al., 2008), many studies support the
“mindless transfer” hypothesis which states that hu-
mans transfer human-human interaction patterns to
human-computer communication (Nass and Moon,
2000; Mou and Xu, 2017). We observed differ-
ences across our datasets, where humans treated
ChatGPT more as a human in the role-plays as
opposed to the vanilla dataset, as evidenced by
the difference in the frequency of conversational
(Convo) motives across these datasets. How hu-
mans approach interactions with computers may
depend on whether they conceived of the computer
as a tool (e.g., a machine assisting with navigation)
or as a real-life interlocutor (e.g., interacting with
a boss in a polite manner) (Cooren, 2018; Dombi
et al., 2022), which could explain the different re-
sults in our datasets.

If the goal is to encourage diverse topic explo-
ration and user curiosity, a vanilla setting may be
more suitable. On the other hand, if the aim is to
have more focused and structured conversations, a
role-play setting could be more appropriate. The
insights into dialogue analysis can guide the de-
velopment of conversational models that optimize
user engagement and interaction quality.

Future work could investigate additional ways
of analyzing dialogues in CRD including studying
patterns of nuanced affective expressions, such as
emotions and sarcasm (Agrawal et al., 2020), or
measuring the engagingness of dialogues (Ferron
et al., 2023).

6. Conclusion

Our research aims to understand human engage-
ment with conversational AI models such as Chat-
GPT. By exploring our novel dataset, CRD, we
observe that conversation was the primary user
motive across all datasets. While longer conversa-
tions occurred in more dynamic interactions such
as vanilla with less role-play restrictions, more
natural conversations occurred in role-play settings
compared to vanilla where frequent AI disclaimers
were the main issues impacting naturalness. The
nuanced insights into user motives and model be-
havior across different settings highlight the poten-
tial of examining individual user profiles in future
studies.
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Ethical Considerations

Prior this study, we obtained the necessary ap-
proval of the Institutional Review Board (IRB) en-
suring that our research was in compliance with the
ethical guidelines and regulations, safeguarding
the well-being of all participants involved. We en-
sured that the individuals whose conversations are
included in the dataset have provided explicit con-
sent for their data to be collected, used, and shared.
All personal information has been anonymized to
protect the privacy of the participants. Participants
were encouraged to stop the interaction at any time
if they felt uncomfortable, but it should be noted
that none of the participants chose to quit the study.
While all the utterances of CRD dataset were manu-
ally verified and annotated, due to the nature of nat-
ural language, it is possible that opinions present in
the dataset may be considered biased or offensive
by some. Through the repository where the dataset
is hosted, we hope to engage with the community to
report any concerns or provide feedback regarding
the dataset.

Limitations

Our study, while offering valuable insights, has
some limitations. First, the limited size of our
dataset due to manual labeling may not be repre-
sentative of the findings in larger datasets. Further-
more, despite identifying distinct patterns in user
motives, model naturalness, and other interaction
dynamics across different role-play settings, there
remains a potential confounding bias introduced
by ChatGPT’s specific responses within each per-
sona. Although our discussion emphasizes the
perceived humanlikeness of ChatGPT in role-play
settings, suggesting the significant impact of the
persona itself, we cannot entirely discount the in-
fluence of ChatGPT’s specific responses on user
interactions. Our conclusions are based primar-
ily on broader behavioral trends and user motives
observed across the datasets. Future research
will consider refining this analysis, possibly by con-
ditioning on text-matched ChatGPT responses to
isolate the personas’ marginal contributions better.
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