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Abstract

End-to-end automatic speech recognition (ASR) systems often struggle to recognize rare named entities, such as
personal names, organizations, and terminologies that are not frequently encountered in the training data. This
paper presents Contextual Biasing Whisper (CB-Whisper), a novel ASR system based on OpenAl’'s Whisper model
that can recognize user-defined named entities by performing open-vocabulary keyword-spotting (KWS) before the
decoder. The KWS module leverages text-to-speech (TTS) techniques and a convolutional neural network (CNN)
classifier to match the features between the entities and the utterances. To integrate the recognized entities into the
Whipser decoder and avoid hallucinations, we carefully crafted multiple prompts with spoken form hints. Experiments
show that the KWS module based on the Whisper encoder’s features can recognize unseen user-defined keywords
effectively. More importantly, the proposed CB-Whisper substantially improves the mixed-error-rate (MER) and
entity recalls compared to the original Whisper model on three internal datasets and two publicly available datasets
including Aishell and ACL datasets that cover English-only, Chinese-only, and code-switching scenarios.
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1. Introduction

End-to-end (E2E) automatic speech recognition
(ASR) models (Chorowski et al., 2015; Graves,
2012; Graves et al., 2006) have gained popular-
ity in recent years for their simplicity and unified
architecture. However, they suffer from low recall
of proper nouns that are rare in the training data.
Contextual biasing (CB) is a technique that lever-
ages external knowledge of the expected words
in the speech input to mitigate the long-tail word
problem. One of the early approaches is shallow fu-
sion (Gourav et al., 2021; Zhao et al., 2019), which
builds an n-gram finite state transducer from a pre-
defined list of hot words and boosts their scores
during beam search decoding. However, this ap-
proach has some drawbacks, such as the chal-
lenge of finding the optimal fusion weight. There-
fore, researchers have proposed deep fusion meth-
ods (Chang et al., 2021; Chen et al., 2019; Han
et al., 2022; Munkhdalai et al., 2022; Sainath et al.,
2023), which train a contextual encoder together
with the ASR model from scratch. These meth-
ods embed the entity words and the speech sig-
nal into the same feature space, and the decoder
uses both contextual and acoustic information to
generate the transcription. To adapt existing ASR
models, some methods use adaptors (Sathyendra
et al., 2022; Tong et al., 2023) to modify the in-
termediate features of the ASR model or pointer
networks (Sun et al., 2023) to modify the output
distributions. Moreover, shallow fusion and deep fu-
sion methods can be combined to further enhance
the performance (Le et al., 2021; Xu et al., 2023).
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Table 1: Examples of the comparison between the
original Whisper with the proposed CB-Whisper un-
der Chinese-only, English-only, and code-switching
scenarios.

OpenAl's Whisper (Radford et al., 2022) is a
state-of-the-art ASR model based on the Trans-
former (Vaswani et al., 2017) architecture and it
was trained on a large-scale dataset of 680,000
hours of speech data. It has the ability to adaptively
bias the generation of entity words by providing a
prompt, a text prefix, to the decoder without any
additional training. Nevertheless, long prompts can
incur high computational costs and induce halluci-
nations. In this paper, we propose a novel method
called Contextual Biasing Whisper (CB-Whisper)
which incorporates a keyword-spotting (KWS) mod-
ule between the encoder and the decoder of the
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Figure 1: The flowchart for CB-Whisper. A CNN classifier recognizes entity words by using a cosine
similarity matrix between the hidden states as input. The Whisper decoder takes the recognized entities

as a prompt.
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Figure 2: The preprocessing steps for entity words.
The hidden states for each entity word are gener-
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Figure 3: Visualizations of similarity matrices.

Whisper to search entity words before constructing
prompts. The KWS module is inspired by vision-
based KWS methods (Momeni et al., 2020; Shin
et al., 2022) and uses features from the Whisper
encoder to allow user-defined keywords during in-
ference. Furthermore, different kinds of prompts
are designed to incorporate the information of the
extracted entity words into the Whisper decoder.
By preserving the original weights of the Whisper

model, our method achieves low computational
cost and avoids catastrophic forgetting. In our eval-
uations, CB-Whisper achieves significantly better
MER and entity recalls on various test sets with
an average recall improvement of over 20% com-
pared to the original Whisper. Some examples are
shown in Table 1. Whisper incorrectly recognizes
“MTDNN” as “EmptyDNN”, while CB-Whisper cor-
rectly identifies it. Moreover, CB-Whisper also han-
dles Chinese names and code-switching situations
more effectively.

2. Methods

2.1. System Design

Before the system can be deployed, a database
is created by extracting acoustic representations
for pre-defined entity words. As shown in Figure 2,
the speech signal for each entity word is generated
with a TTS model. Then, the Whisper encoder
is used to obtain multi-layer representations that
will be later matched with the features of the input
utterance.

As illustrated in Figure 1, the proposed CB-Whisper
identifies entity words before the decoder by utiliz-
ing the hidden states of the encoder. In detail, the
cosine similarity matrix is computed between the
hidden representations of the input utterance and
the stored features of each entity word. Since multi-
layer hidden states are considered, the similarity
matrix has multiple channels. A binary CNN classi-
fier then determines if the entity word is present in
the utterance by recognizing the diagonal pattern
in the similarity matrix. Finally, the predicted entity
words are used as prompts to guide the Whisper
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transcription | RITL & @A IHITE E . entity 1, entity 2, entity 3
B IR nalve prompt | S H1 T Gm2 £H3
positive BT &bty t1 entity 1, entity 2, entity 3, ah,

“negative (easy) | B=F ik Promptl | 51T 5:%2 A3 &SR]

" negative (hard) | #ATALE W R LRkAE 12 The topic of today’s speech is, en-

2 Z A prompt- tity 1, entity 2, entity 3.
| B RERGEAR, FRT. £
Table 2: Examples of the synthetic KWS dataset. R2. £1R3.
The topic of today’s speech is, ah,
prompt-3

decoder so that these words can be recognized
more accurately.

2.2. Keyword-Spotting Module

In the proposed system, KWS is formulated as a
binary classification task. A deep neural network
predicts the presence of an entity word in the ut-
terance by taking a multi-channel feature map as
input. This feature map is computed as the cosine
similarity matrix between the hidden states of entity
words and the input utterance at the frame level.
As shown in Figure 3, if an entity word exists in
the utterance, a diagonal pattern can be observed.
Since such a pattern is a local feature, we choose
CNN as the classification model. The advantage
of using the similarity matrix rather than the origi-
nal hidden states as input is that it allows us to do
open-vocabulary KWS, meaning that we can detect
words that were not seen during training or even
from a different language. A potential drawback of
our approach is that the computational complexity
grows proportionally to the number of entity words.
Nevertheless, in our experiments, we found that
the CNN network has a significantly lower com-
putational cost than the Whisper model, and the
additional computation is acceptable for hundreds
of entity words. Furthermore, we can exploit the
parallelism of GPU to process multiple entity words
simultaneously.

To train the CNN classifier, one could create the
dataset from any ASR dataset by choosing pos-
itive and negative words based on the transcrip-
tion. However, this approach is too simplistic, as
the randomly selected negative samples may have
significant differences from the positive samples,
resulting in overfitting. Thus, we propose to include
confusing words as hard negative samples. We
first arrange the words in lexicographic order and
then select negative words that are close to the
position of positive words. We also invert all the
words and repeat the selection process. In this
way, the positive and negative words are likely to
have overlaps (Table 2), which increases the dif-
ficulty of the classification task. For example, the
positive sample "4 474" ("Yin Hang Ye") and neg-
ative sample "4 47 #] &" ("Yin Hang Li Xi") are very
similar.

entity 1, entity 2, entity 3. Okay,
then I'll continue.

R1. Eh2. EHR3. B, KL
o 20

Table 3: Prompts for the Whisper decoder.

dataset | utterances duration (min) entities
Internal-1 99 41 150
Internal-2 112 47 346
Internal-3 64 27 130
"~ Aishell | 808 7% 226
ACL 123 51 210

Table 4: Statistics of ASR test sets.

2.3. Prompting Whisper Decoder

Prompt is a term that refers to a segment of text
that provides the context or the objective for the
generation of large language models. Whisper, an
encoder-decoder model, also supports prompting
because the decoder can be viewed as an internal
language model. The decoder used the transcrip-
tion of the previous utterance as a prompt during
training to incorporate contextual information for
the recognition of the following utterance. During
inference, any text-only prompt that is relevant to
the input utterance can serve as historical context
for decoding, instead of using history transcription.
In our experiments, we constructed the prompt with
the recognized entity words. We employed four
different types of prompts, which are displayed in
Table 3. The naive prompt simply concatenated
all the entity words. However, this method could
result in high deletion errors, as the decoder some-
times removes disfluencies incorrectly. Therefore,
we designed prompts that include filler words such
as “P&” and “ah” (prompt-1) and indicate that the fol-
lowing speech was a spontaneous talk (prompt-2).
We also combined these two strategies (prompt-
3). Compared to the naive prompt, these prompts
have a more similar form to the history transcrip-
tions used during training of the Whisper model.

3. Experimental Setups

3.1. Model Configurations

We chose the Whisper-medium model for our study
and obtained the hidden states for each utterance
and entity word from the 10th to the 21st layers of
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dataset | no prompt | naive prompt | prompt-1 | prompt-2 | prompt-3 oracle
Internal-1 | 4.9/83.4 5.8/93.3 3.3/943 | 6.4/92.7 | 3.6/94.6 | 3.5/96.1
Internal-2 | 6.7/71.1 7.3/91.8 44/921 | 71/929 | 43/924 | 40/97.9
Internal-3 | 14.9/67.7 14.7/92.8 6.8/93.0 | 149/93.0 | 83/93.0 | 82/97.0
~ Aishell | 144/84 | 1227718 | - | - - -] 11.2/86.9
ACL 14.6/83.2 13.6/90.8 | 13.9/90.4 | 12.7/90.8 | 12.6/90.5 | 12.1/94.2

Table 5: The performance of CB-Whisper measured by MER (%) / Entity Recall (%). The prompts refer to
those presented in Table 3. "oracle" means the upper-bound performance with ground-truth entity words.

the Whisper encoder. Consequently, the input simi-
larity matrix of the CNN classifier was a feature map
with 12 channels. For the binary CNN classifier, we
used Resnet-50 (He et al., 2016) and trained it from
scratch for six epochs with a batch size of 64 and a
learning rate of 5e-5. During inference, we used a
beam size of five for beamsearch decoding. It was
found that the Whisper model sometimes produced
repetitions of a small phrase when a prompt was
incorporated. To fix this issue, we re-decoded the
utterance without prompt if the decoded transcrip-
tion has a compression ratio larger than two.

3.2. Datasets

We used Aishell-1 (Bu et al., 2017), a Chinese
ASR dataset with 150 hours of speech data, to
create the training dataset for the CNN classifier.
We extracted 20,000 words from the transcriptions
and used Microsoft's TTS' to generate speech for
each word. We evaluated the performance of KWS
and ASR on three internal datasets and two open-
source datasets. The internal datasets contained
technical talks and manually labeled entity words
that were mainly in Chinese but also included some
English words. The open-source datasets were the
Aishell hot word subset (Shi et al., 2023) in Chinese
and the ACL dataset (Salesky et al., 2023) in En-
glish. For the internal datasets and ACL datasets,
we concatenated multiple utterances to form longer
utterances as the Whisper model was trained on 30-
second audio clips. The statistics of these datasets
are shown in Table 4. Note that the majority of
entity words in the internal datasets and all entity
words in the ACL dataset are out-of-vocabulary.

3.3. Metric

To measure the ASR performance, we used mixed-
error-rate (MER) and entity recall. MER is a modi-
fied version of character-error-rate (CER) that can
handle code-switching situations between English
and Chinese. In this metric, we treat each Chinese
character and each English word as a single unit.
Therefore, MER is equivalent to CER for Chinese
and word-error-rate (WER) for English. Entity recall
is the percentage of correctly recognized named
entities in the ASR output.

"https://github.com/rany2/edge-tts
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Figure 4: Precision-Recall curves for the proposed
KWS method. The CNN classifiers were trained
(a) without confusing words and (b) with confusing
words.

4. Results

4.1. Results for TTS-based
Keyword-Spotting
We first evaluated the KWS performance of the
CNN classifier. The precision-recall (PR) curves
are depicted in Figure 4. The PR curves were
closer to the upper right corner when the training
data included confusing words (Figure 4 (b)), com-
pared to the model trained without confusing words
(Figure 4 (a)). This suggests that the data creation
method that incorporates confusing words can en-
hance the CNN classifier’'s robustness.
It is worth noting that the KWS module achieved out-
standing open-vocabulary KWS performance. The
internal datasets contain mostly technical terms
that are not present in the training data, yet the
system can achieve a recall of more than 0.8 and a
precision of over 0.5 on all three datasets. The ACL
dataset is in English, which is a different language
from the Aishell training set. However, our system
can still achieve a recall of more than 0.75 and a
precision of more than 0.4.

4.2. Results for CB-Whisper

ASR performance of our proposed CB-Whisper is
shown in Table 5. It can be observed that when
naive prompts were incorporated, the entity recall
on all datasets improved significantly. The most no-
table improvement was observed on the Aishell hot
word subset, where the entity recall increased from
8.4% to 71.8%. This was mainly attributed to the
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fact that Whisper almost completely failed to recog-
nize Chinese names. For other datasets, the entity
recall improved by 10% to 20% absolutely. How-
ever, the MER was less improved or even degraded
on the Internal-1 and Internal-2 datasets. The main
reason was that the Whisper model tended to omit
filler words and disfluencies if the prompt was in
a well-formatted text form. This problem can be
alleviated by adding filler words to the prompt. Us-
ing prompt-1 can significantly reduce the MER on
internal datasets, with the highest absolute MER
improvement of 8.1% on the Internal-3 subset. On
the contrary, indicating the style of the speech is
less effective (prompt-2). However, on the English
ACL talk dataset, prompt-2 is slightly better than
prompt-1. The main reason is that the technical
talks in ACL conferences tend to be more fluent
than the internal data. Prompt-3 is the combina-
tion of prompt-1 and prompt-2, which are closer to
a spoken form and resemble a presentation tran-
scription. Although prompt-3 contributes to notable
improvements across all datasets and avoids the
degradation of MER compared to no prompt and
naive prompt, it is only notably better than prompt-1
on the ACL dataset. These results indicate that the
prompt should include the entity words in a style
that matches the usage scenario.

5. Conclusions

In this paper, we propose CB-Whisper, a novel ASR
framework that incorporates the prior knowledge
of entity words to improve their recognition accu-
racy. The main component of our model is a KWS
module that measures the similarity between the
encoder hidden states of the synthetic speech of
entity words and the input utterance. The identified
entities are then used as prompts for the Whisper
decoder. We conduct experiments on five test sets
and demonstrate that our method achieves signif-
icant improvement in both MER and entity recall.
Furthermore, our method does not require any fine-
tuning of the Whisper model or any training of the
CNN classifier in the target domain. For future
works, we plan to further improve the efficiency
and accuracy of the CNN classifier and explore
automatic ways to optimize the form of prompts.
Additionally, we will formulate more realistic scenar-
ios where the entity words are not obtained from
the ground-truth transcriptions but rather extracted
from domain-specific text corpora using named en-
tity recognition (NER) techniques or from slides
using optical character recognition (OCR) meth-
ods.
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