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Abstract
Multilingual pretraining and fine-tuning have remarkably succeeded in various natural language processing
tasks. Transferring representations from one language to another is especially crucial for cross-lingual learning.
One can expect machine translation objectives to be well suited to fostering such capabilities, as they involve
the explicit alignment of semantically equivalent sentences from different languages. This paper investigates
the potential benefits of employing machine translation as a continued training objective to enhance language
representation learning, bridging multilingual pretraining and cross-lingual applications. We study this question
through two lenses: a quantitative evaluation of the performance of existing models and an analysis of their
latent representations. Our results show that, contrary to expectations, machine translation as the continued
training fails to enhance cross-lingual representation learning in multiple cross-lingual natural language under-
standing tasks. We conclude that explicit sentence-level alignment in the cross-lingual scenario is detrimental to
cross-lingual transfer pretraining, which has important implications for future cross-lingual transfer studies. We
furthermore provide evidence through similarity measures and investigation of parameters that this lack of posi-
tive influence is due to output separability—which we argue is of use for machine translation but detrimental elsewhere.
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Keywords: Cross-lingual Transfer Learning, Representation Similarity and Explainability, Machine Transla-
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1. Introduction

The successes of pretrained multilingual language
models (LM) on cross-lingual tasks have been un-
derscored time and time again (Wu and Dredze,
2019, e.g.,), and appear all the more surprising that
they are often pretrained on datasets comprising
multiple languages, without explicit cross-lingual su-
pervision (cf., for instance, Liu et al., 2020, though
explicit supervision also exists, Xue et al., 2021).
Explicit alignments such as linear mapping (Wang
et al., 2019) and L2 alignment (Cao et al., 2020)
between source and target languages do not nec-
essarily improve the quality of cross-lingual repre-
sentations (Wu and Dredze, 2020).

This is somewhat at odds with expectations from
earlier studies in machine translation (MT). In par-
ticular, MT systems have historically connected
with the concept of an interlingua—a language-
independent representation space that MT systems
can leverage to perform translation (Masterman,
1961; Lu et al., 2018). As such, MT models are ex-
pected to pick up on language-independent seman-
tic features (Tiedemann, 2018)—though in practice,
this shared representation space can be in a trade-
off relationship with performance, which benefits
from a greater separability of source language rep-
resentations (Chen et al., 2023, e.g.).

Research questions This paper investigates
whether machine translation as a learning objec-
tive can improve performances on zero-shot cross-

lingual transfer downstream tasks. We expect that
MT objectives, as they provide explicit cross-lingual
alignments, should benefit cross-lingual transfer
tasks. This paper, therefore, focuses on compar-
ing the cross-lingual abilities of publicly available
pretrained models—both MT models trained from
scratch and multilingual LMs where pretraining has
been continued with an MT objective. We attempt
to establish whether MT training objectives implic-
itly foster cross-lingual alignment:

(i) Do models (re)trained with the MT objective
develop cross-lingual representations?

(i) Do they generalize well on cross-lingual tasks?

(iii) Which factors impact their performances?

Findings We find that MT (continued) training ob-
jectives do not favor the emergence of cross-lingual
alignments more than LM objectives, based on the
study on existing publicly available pretrained mod-
els. We provide evidence from similarity analyses
and parameter-level investigations that this is due to
separability, which is beneficial in MT but detrimen-
tal elsewhere. We conclude that MT encourages
behavior that is not necessarily compatible with
high performances in cross-lingual transfer learn-

ing.
2. Experimental protocol

Our goal is to compare LM and MT models on
cross-lingual benchmarks. We first describe multi-
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lingual LMs and MT systems, cross-lingual tasks,
and datasets used in our experiments.

2.1.

Multilingual language models We study three
different multilingual LMs. The main model we fo-
cus on is the multilingual sequence-to-sequence
mBART-large model (Tang et al., 2020). It is pre-
trained with a denoising objective and covers 50
languages. It has a 12-layer encoder, a 12-layer
decoder, a hidden dimension of 1024, and 16 atten-
tion heads, for a total of about 680M parameters.
We also compare the results with masked language
models as references by controlling the same level
of the number of parameters, mainly the number of
transformer layers. We consider mBERT (Devlin
et al., 2019) and XLM-R (Conneau et al., 2020)
12-layer base architectures to give a relatively fair
comparison. Nevertheless, for the large mBART
architectures, although we only utilize the 12-layer
encoder, mBART encoders have roughly 10% pa-
rameters more than mBERT (Devlin et al., 2019).

Publicly available pretrained models

Machine translation model We focus on the “No
Language Left Behind” translation system (‘NLLB’,
Costa-jussa et al., 2022). This model distinguishes
itself by using Mixture-of-Experts feedforward sub-
layers, intended to ensure that the model can han-
dle inputs from diverse languages. We use the
distilled model with 600M parameters to keep pa-
rameter counts roughly consistent with the afore-
mentioned multilingual LMs.

MT as continued pretraining Our starting hy-
pothesis is that the MT objective provides an explicit
cross-lingual sentence alignment that is likely ben-
eficial for cross-lingual transfer. A natural, testable
consequence of this hypothesis is that further train-
ing multilingual LMs with an MT objective should
bolster the models’ performance on cross-lingual
transfer learning benchmarks. We refer to this se-
quential training on an MT objective as continued
pretraining or CP, to distinguish it from task-specific
fine-tuning processes. We use three publicly avail-
able mBART models where pretraining was contin-
ued on machine translation objectives (Tang et al.,
2020): a many-to-many (m2m) which translates
between any pair of languages from a pool of 50; a
many-to-one (m20) from any of 49 languages to En-
glish; and a one-to-many (02m) from English to any
of 49 languages. The continual training of mMBART
covers a larger number of languages than the down-
stream evaluation. Fine-tuning on a larger set of
languages might provide the model with a more
diverse linguistic representation. We are interested
in the hypothesis that this diversity could potentially
enhance the model’s ability to generalize across

languages, even if some of them are not directly
involved in the downstream tasks. Catastrophic for-
getting is a significant challenge in continual learn-
ing scenarios. However, we stress that this falls
beyond the scope of our paper, as our primary focus
is on the model training with different learning ob-
jectives, and their empirical results on cross-lingual
tasks with a further step of training on downstream
datasets.

2.2. Cross-lingual tasks and datasets

We study the models’ performances detailed in Sec-
tion 2.1 on standard cross-lingual NLP tasks. In
all cases, models are trained for the downstream
application in one language (usually English), and
the trained model is then evaluated in languages
other than the language used for training. We
use the XGLUE cross-lingual evaluation bench-
mark (Liang et al., 2020) and conduct our eval-
uation on natural language understanding tasks.
The specific tasks consist of Named Entity Resolu-
tion (NER, Sang, 2002; Sang and Meulder, 2003),
Part-of-Speech tagging (POS, Zeman et al., 2020),
News Classification (NC), natural language infer-
ence (XNLI, Conneau et al., 2018), paraphrase
detection (PAWS-X, Yang et al., 2019), Query-Ad
Matching (QADSM), Web Page Ranking (WPR),
and QA Matching (QAM). Table 3 in Appendix A
summarizes the benchmarks used in our study. For
named entity recognition (NER) and web page rank-
ing (WPR), we use the F1 score and normalized
discounted cumulative gain (nDCG) as the evalu-
ation metric. The other tasks use accuracy as the
metric.

2.3. Hyperparameters

We control most experimental settings to enable
fair cross-lingual evaluation as much as possible.
We use 12-layer encoders for each backbone net-
work. For optimization, we use the AdamW opti-
mizer (Loshchilov and Hutter, 2019) and learning
rate schedule with linear warmup and decay. We
set the learning rate to 2 x 10~° for POS tagging
and 5 x 10~ for the other tasks. The max sequence
length is 256, and we fine-tune each model for 10
epochs.

3. Results and analyses

3.1.

We first compare the overall performance of the
models listed in Section 2.1 on the downstream
cross-lingual benchmarks outlined in Section 2.2.
Table 1 shows the overall performance by aver-
aging the scores of each language. XLM-R dis-
plays the highest performances on 6 out of 8 tasks,

Quantitative performance
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and mBART obtains the best average score on the
last two. Models continually pretrained on MT (i.e.,
mBART m2o, mBART o02m, and mBART m2m) per-
form worse than language models (i.e., mBART)
in most cases. Multilingual MT models that en-
code multiple source languages (i.e., m2m and
m20) display comparable or slightly improved per-
formances; for example, mBART m2m outperforms
mBERT on PAWS-X and mBART m2o outperforms
mBERT on XNLI and QADSM." MT models based
on mBART achieve satisfactory performance on
the English test set in most cases but fail to bridge
pretraining and cross-lingual transfer learning in
other languages. Overall, we find that machine
translation as continued pretraining does not im-
prove cross-lingual performance.

Tasks

Model NC XNLI PAWS-X QAM QADSM WPR NER POS
mBERT 81.3 652 866 646 631 744 775 76.0
LM XLM-R 82.1 735 889 674 669 753 78.779.7
mBART 82.1 676 89.2 67.8 655 747 77.7 727

MT NLLB 600M 76.0 68.3 73.4 615 639 737 542714

mBART m2o 80.4 659 856 639 639 73.7 61.5 70.8
CP mBART o2m 65.4 48.1 81.7 584 627 732 55.1 55.7
mBART m2m 78.3 60.2 87.2 63.2 628 73.7 71.9 69.7

Table 1: Average performance on cross-lingual
tasks. We use the base architecture for mBERT
and XLM-R. mBART scores are derived from the
12-layer encoder.

3.2. Representation similarity

We have established that CP and MT models fare
worse than available multilingual LMs, disproving
our starting hypothesis. We now turn to whether
these quantitative differences translate into quali-
tative differences that we can observe in the rep-
resentational space. We first examine the hid-
den representations by comparing the representa-
tional similarity between different models using the
Centered Kernel Alignment (CKA) (Kornblith et al.,
2019) metric. CKA is calculated as

Y]l
(XX YY)

CKA(X,Y) =

where X € R"*4 and Y € R"*¢ are pooled repre-
sentations of n data samples with the dimension
of d, and || - | denotes the Frobenius norm. Fig-
ure 1 shows the representational similarity between
CP models (mBART-based multilingual MT) and
language models (MBERT, mBART, and XLM-R)
obtained from 80 data samples from the NC dataset.

The detailed per-language performance is available
in Appendix B.1, Table 4. In short, mBART and corre-
sponding MT models perform poorly on languages that
are unavailable in its training data.
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Figure 1: Representational similarity between
mBART-based MT models and LMs

CP models based on mBART (m2m and m20) learn
more similar language representations to mBART
than XLM-R because the MT pretraining of these
models was continued from an mMBART checkpoint.
However, some representations of mBART o2m,
especially those in Russian, are highly dissimilar
to those of mBART. We assume this is an effect
of the continued pretraining with a translation ob-
jective from English to other languages: Cyrillic
script being irrelevant to this task, we can expect
that the 02m CP model does not need to maintain
the quality of the corresponding word-piece repre-
sentations. We also observe some outliers in the
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Model ‘ ‘ ‘ Vv ‘ Out ‘ FC up ‘ FC down
lloll d lloll d lloll d llell d lloll d lloll d
mBART | 4476 - | 4485 - | 5373 - | 5345 - | 90.25 - | 99.63 -
mBART m2m 48.28 4.23 48.29 4.07 55.65 2.73 55.14 3.01 99.28 9.47 107.94 9.63
mBART m2o 48.34 4.23 48.35 4.06 56.19 2.95 55.73 2.99 101.06 11.19 109.71 11.18
mBART 02m 56.13 11.76 56.25 11.74 60.17 7.18 59.32 7.07 116.17  26.34 120.50 22.15

Table 2: SVD scaling effect for mBART and CP models; weight matrices from the 12th layer.

representational similarity. Two CP models (m2m
and m20) also learn more distinct representations
for German in the 10th and 11th layers.

We now turn to the representational similarity
between language pairs. Figure 2 shows the rep-
resentational similarity between language pairs
learned by MT models and LMs. The results sug-
gest that LMs learn more language-agnostic repre-
sentations than MT models

In all, we cannot establish a strong connection be-
tween representational similarity and downstream
performance. Instead, we see a trend that CP mod-
els maintain comparatively similar representations
to the model they are derived from and dissimilar
representations to other LMs.

3.3. CP’s effect on scaling

We have established in the previous Section 3.2
that variations in the representation space are
mostly tied to the sequence of updates performed
on some architecture. Explaining why MT objec-
tives fail to enhance performances on cross-lingual
tasks, therefore, requires that we study the ac-
tual computations being performed by CP models.
Hence, we investigate the weight matrices of the
mBART LM and CP models. Our intuition is as fol-
lows: Weight matrices are linear maps, and we can
make some sense of the specific characteristics
of these maps. More precisely, we focus on the
magnitude of the eigenvalues: Higher absolute val-
ues of eigenvalues should entail numerically larger
component values in the output vectors. Intuitively,
this should impact how separable the output vec-
tors are after applying the weight matrix transforma-
tion, which should be encoded in the corresponding
eigenvalues. 2 In practice, we apply singular value
decomposition (SVD) to retrieve singular values
instead: weight matrices W can be rewritten as
W =3X7_,0;u;v,, where u; and v; form two sets
of orthogonal vectors, which are combined through
the scaling factors o;, known as singular values.
We analyze the scaling effect with or without
MT as continued pretraining by comparing mBART-

2This last expectation of separability might not be
borne out if the inputs are proportionally less separable
in models with larger eigenvalues. In Transformers, this
ultimately depends on the eigenvalues of the embedding
weights and the (non-linear) computations performed in
earlier layers. We leave this aspect for future work.

based multilingual machine translation models with
the mBART language model. We compute the sin-
gular values of the weight matrices for key, query,
value, and output projections in the transformer
multi-head attention sub-layers and both up and
down projection weight matrices of the fully con-
nected (FC) layers. After decomposition, we cal-
culate the norm of the vector ¢ = (04,...,0,) of
singular values, which we denote as |||, as well
as the difference of singular values in mBART and
the CP models (denoted as d). Table 2 reports the
values of the 12th layer.®

CP models have larger singular values than the
mBART they are derived from, therefore having
a stronger scaling effect geometrically. Also, re-
mark that translation direction in CP impacts singu-
lar value differences: 02m lays noticeably further
away from mBART than m2m and m2o. In all, this
suggests that models trained on the MT objective
learn to spread their outputs on larger output vector
spaces. We hypothesize that this behavior is help-
ful for MT as it entails that outputs are more easily
separable (as noted by, e.g., Chen et al., 2023);
but it might also hinder downstream performances
by making the model harder to adapt to other tasks
where such behavior is unnecessary or detrimental.

4. Related works

Pretrained language models such as BERT show
surprising performance in cross-lingual tasks (Wu
and Dredze, 2019), a domain that is intensively
studied and exhibits various applications (Pikuliak
et al., 2021). Huang et al. (2019) further enhanced
LM cross-lingual performances via universal lan-
guage encoding. Eriguchi et al. (2018) conducted
an early study on using the encoder of multilin-
gual MT models for three cross-lingual classifica-
tion tasks in high-resource languages. Similarly,
Chen et al. (2021) utilized pretrained multilingual
MT encoders and the embedding layers of XLM-R
to propose a two-stage training scheme, yielding
improved performance on zero-shot cross-lingual
machine translation. Kale et al. (2021) investigate
using parallel data for pretraining language models
to solve multilingual NLP tasks. Our study differs
from this work in the following three aspects. First,

SResults for all other layers are available in Ap-
pendix B.2, Table 5.
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(a) mBART (lower triangle) and mBART m2m (upper triangle)

(b) mBART m2o (lower triangle

) and mBART o02m (upper triangle)

(c) mBERT (lower triangle) and XLM-R (upper triangle)

Figure 2: Representational similarity between different languages with representations learned by LMs

and MT models

objective and hypothesis. While both studies in-
volve incorporating parallel data into pre-training,
the starting hypotheses and objectives differ. Kale
et al. (2021) explored the general benefits of pre-
training with parallel data, whereas we specifically
investigate the impact of an MT objective on cross-
lingual transfer. Second, methodology. Our study
introduces the concept of continued pre-training
(CP) as a sequential training process specifically
focused on the MT objective. In contrast, Kale
et al. (2021) performed multi-tasking during pre-
training with various objectives, including machine
translation. Third, model configurations. We use
mBART models with different translation settings
for CP, while Kale et al. (2021) focused on mT5 as
a massively multilingual model. More broadly, pre-
vious studies have leveraged pretrained encoder-
decoder LMs to build effective MT models (Liu et al.,
2020; Tang et al., 2020), which suggests that MT
and LM are not entirely unrelated tasks—though
the evidence is conflicting (Vazquez et al., 2021).

5. Conclusion

This paper reports empirical studies on cross-
lingual transfer learning using existing pretrained
multilingual language and machine translation mod-
els. We have investigated whether machine trans-
lation as continued pretraining can bridge multilin-
gual pretraining and cross-lingual transfer learning.
Our empirical results in Section 3.1 showed that CP
with the MT objective failed to improve cross-lingual
performance. Further analyses of the language
representations learned by different models in Sec-
tion 3.2 and of their weight matrices in Section 3.3
showed that models re-trained on the MT objective
display larger scaling factors than the checkpoint
they were derived from, suggesting that machine
translation fosters output separability. Simply put,
models trained on MT objectives need not have rep-
resentations that match those of multilingual LMs

that succeed on cross-lingual transfer tasks: What
is useful for MT may be detrimental in other cross-
lingual downstream applications. Our objective was
to shed light on potential pitfalls or challenges as-
sociated with additional translation task learning in
multilingual language models, rather than strictly
aiming for performance improvement. The identi-
fied relationship between changes in distributional
representations and performance degradation is a
valuable insight that contributes to our understand-
ing of model behavior in multilingual scenarios.

In future work, we intend to pursue two distinct
directions: (i) establishing a principled comparison
instead of relying on publicly available pretrained
models to more accurately control for parameter
count, architecture design, and training data; (ii)
studying more formally to what extent separability
in MT is attested and distinct from what we observe
in LMs.

Ethical Consideration and Limitations

We believe this work to comply with all ethical stan-
dards.

The present study was not conducted in rigor-
ously comparable settings, such as ensuring that
models are exposed to the same pretraining data.
This limits our capacity to ensure fair comparisons:

* In the empirical comparison between language
models and continued-trained machine trans-
lation models, the training corpora of those
models vary. Especially, mBART has not seen
some languages in the downstream bench-
marks.

* mBART series models have 10% parameters
than BERT and XLM-R, making the compari-
son in Table 1 unfair. Nevertheless, mBART
encoders did not benefit from the increased
number of parameters and failed to achieve
better performance in cross-lingual tasks.
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A. Benchmarks for downstream
evaluation

A summary of benchmarks for downstream evalua-
tion is shown in Table 3.

B. Supplementary results

B.1. Per-language results of
cross-lingual evaluation

Table 4 shows the overall performance of cross-
lingual evaluation using LMs and MT models. Note
that models are fine-tuned only in English and eval-
uated in other languages; moreover benchmarks
differ in which languages they include. As a con-
sequence, some scores are not available for some
languages.

B.2. The scaling effect of MT as
continued training in different layers

Table 5 shows the results of the first 11 layers in the
encoders of mMBART series models. Similar to the
analysis in Section 3.3, we calculate the norm of
the vectorized diagonal matrices of singular values
diag(¥) and their pairwise distance to the corre-
sponding vectors derived from the same weight
matrices in The transformer attention module and
fully connected layers in the base mBART model.
The results indicate the same conclusion drawn
from the analysis on the 12th layer.
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Task # of Languages [Train|*®  |Dev|**9 |Test|**9  Metric Data Source

NER 4 15.0K 2.8K 3.4K F1 ECI Multilingual Text Corpus
POS 18 25.4K 1.0K 0.9K ACC UD Tree-banks (v2.5)
NC 5 100K 10K 10K ACC Commercial News Website
XNLI 15 433K 2.5K 5K ACC MultiNLI Corpus
PAWS-X 4 49.4K 2K 2K ACC Wikipedia

QADSM 3 100K 10K 10K ACC  Commercial Search Engine
WPR 7 100K 10K 10K nDCG  Commercial Search Engine
QAM 3 100K 10K 10K ACC Commercial Search Engine

Table 3: A summary of benchmarks for downstream evaluation. We choose 8 downstream tasks from
XGLUE (Liang et al., 2020) for cross-lingual evaluation and x tasks for monolingual evaluation. The training
set of each task is only available in English, with |Train|¢™ denoting the number of labeled instances.
|Dev|“v9 and |Test|*9 denote the average numbers of labeled instances in the dev sets and test sets,
respectively.

Task Model AR BG DE EL EN ES FR HI IT NL PL PT RU SwW TH TR UR Vi ZH AVG
mBERT 81.09 91.98 80.73 75.84 76.96 81.32
XLM-R 81.79 91.97 8214 76.10 78.63 82.13
mBART 82.82 9190 8137 75.95 78.43 82.09
NC mBART m2o 80.32 91.46 78.95 74.11 76.96 80.36
mBART 02m 63.63 91.39 69.12 65.40 37.60 65.43
mBART m2m 77.44 91.78 75.02 71.99 75.19 78.28
NLLB 600M - - 67.52 - 91.79 76.43 71.79 - 72.41 - - - - - - 75.99
mBERT 62.49 66.79 71.04 6534 8229 74.06 73.94 58.92 65.62 51.24 51.16 61.41 56.27 68.31 68.63 65.17
XLM-R 70.68 76.27 76.06 7470 84.86 79.60 78.31 68.15 7418 63.78 7129 71.89 6534 7410 7321 73.49
mBART 69.40 56.95 75.14 34.82 8422 7859 75.82 66.14 73.86 58.03 67.31 68.80 6225 71.65 7149 67.63
XNLI mBARTm2o0 68.96 58.76 74.90 36.87 8213 7659 7562 65.78 73.09 4233 59.72 68.39 60.80 71.16 73.01 65.87
mBART o2m  42.01 43.49 49.28 34.86 81.85 53.78 55.54 40.00 5470 39.80 39.84 4157 3586 56.02 5245 48.07
mBART m2m 58.39 50.72 68.71 3534 83.90 66.31 73.78 65.02 57.51 40.84 4952 60.32 58.71 70.88 62.53 60.17
NLLB 600M 68.47 69.88 63.45 7253 8112 7229 7273 68.76 72.37 5835 6494 5928 6430 68.76 67.63 68.32
mBERT - N 82.20 - 92.85 84.60 86.70 - B - N N - - - 86.59
XLM-R 85.75 93.40 88.30 87.95 88.85
mBART 86.70 93.65 88.30 88.30 89.24
PAWS-X  mBART m2o 81.80 91.00 8450 85.20 85.63
mBART 02m 76.35 89.90 7890 81.45 81.65
mBART m2m 83.95 92.20 85.75 86.80 87.18
NLLB 600M 67.40 82.35 71.65 72.00 73.35
mBERT 62.08 69.47 - 62.35 64.63
XLM-R 66.98 69.69 65.45 67.37
mBART 66.36 70.46 66.71 67.84
QAM mBART m2o 64.20 65.10 62.39 63.90
mBART o02m 55.27 65.41 54.60 58.43
mBART m2m 62.62 66.21 60.72 63.18
NLLB 600M 57.90 66.47 60.14 61.50
mBERT 59.94 67.04 62.30 63.09
XLM-R 63.19 71.44 66.02 66.88
mBART 61.83 69.83 64.79 65.48
QADSM  mBART m2o 63.15 64.07 64.34 63.85
mBART 02m 63.40 65.17 59.61 62.73
mBART m2m 60.89 65.45 62.05 62.80
NLLB 600M 64.48 64.45 - 62.71 = - - 63.88
mBERT 76.64 7729 75.07 73.92 66.58 77.04 62.67 74.42
XLM-R 77.08 7779 76.14 74.94 67.87 77.93 62.81 75.29
mBART 76.74 77.18 7541 7422 67.40 77.38 62.86 74.72
WPR mBART m2o 75.60 76.17 74.08 73.31 66.21 76.59 62.38 73.66
mBART o2m 75.32 75.99 74.07 72.76 65.39 75.80 61.24 73.22
mBART m2m 76.22 76.22 7428 73.23 66.35 75.79 61.93 73.68
NLLB 600M 76.01 76.35 73.81 73.48 65.84 - 76.46 62.02 73.66
mBERT 68.84 90.78 73.27 - = 77.28 - - 77.54
XLM-R 69.99 90.45 75.77 78.62 78.71
mBART 71.31 91.35 7255 75.57 77.70
NER mBART m2o 52.41 89.61 50.71 53.36 61.52
mBART 02m 25.66 89.22 53.31 52.13 55.08
mBART m2m 65.25 88.99 66.86 66.58 71.92
< NLLB 600M - - 29.4 89.46 43.21 - - - 54.83 - - - - - - - - 54.23
mBERT 57.26 85.84 90.21 82.61 9584 87.67 85.80 66.57 91.78 87.78 80.93 88.93 80.57 4188 6887 60.12 5509 60.19 76.00
XLM-R 69.44 8870 9175 87.63 9643 8820 89.22 7210 9135 8846 8382 90.07 87.12 58.08 7276 64.28 57.06 5845 79.72
mBART 63.55 71.76 90.56 29.74 96.13 87.07 87.75 67.61 90.64 87.51 80.60 8829 83.35 55.56 66.53 55.61 54.62 51.56 72.69
POS mBART m2o 63.97 71.30 90.64 2482 9574 8498 8519 64.32 8745 86.18 80.12 8291 81.91 51.13 66.77 50.65 5229 53.18 70.75
mBART o2m 53.78 58.78 61.97 4162 9563 63.08 7043 48.16 59.92 60.01 53.62 58.11 61.60 37.12 46.21 4290 4495 44.08 55.67
mBART m2m 64.60 71.58 90.35 2166 96.06 81.21 86.20 6594 83.71 8530 81.28 8165 84.81 4183 6355 5244 5102 5133 69.70
NLLB 600M 63.76 84.47 7764 79.22 96.12 8261 83.36 66.59 8493 759 7457 80.95 80.92 46.56 56.46 58.59 45.63 46.32 71.37
Table 4: The overall performance of cross-lingual natural language understanding. We use the base

architecture for mBERT and XLM-R. mBART models only utilize the 12-layer encoders. ‘m20’ means
many-to-one. ‘02m’ means one-to-many. ‘m2m’ means many-to-many. ‘-’ denotes that the benchmark
does not cover the corresponding language.
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Layer | Model K Q % Out FC1 FC2
ol d lloll d lloll d lloll d ol d ol d
mBART 39.25 0.00 | 41.16 0.00 | 32.82 0.00 | 30.30 0.00 | 88.19 0.00 | 66.57 0.00
0 mBART m2m | 48.46 9.55 | 48.83 7.71 | 31.01 214 | 2929 310 | 9343 6.64 | 73.70 8.30
mBART m20 | 48.49 959 | 4895 7.90 | 30.51 244 | 2899 355 | 93.94 7.12 | 7439 9.03
mBART o2m | 49.15 10.62 | 50.54 10.50 | 35.90 3.87 | 35.75 6.73 | 111.30 23.86 | 94.52 28.87
mBART 4441 0.00 | 4689 0.00 | 29.21 0.00 | 31.80 0.00 | 90.87 0.00 | 69.86 0.00
] mBART m2m | 51.21 758 | 5262 579 | 2769 1.73 | 30.56 241 | 96.44 6.34 | 7699  8.09
mBART m20 | 51.64 8.07 | 53.10 6.36 | 27.49 1.78 | 30.47 263 | 97.06 7.31 | 77.83 9.07
mBART 02m | 54.00 9.77 | 56.38 9.70 | 35.17 6.40 | 37.90 6.64 | 113.14 23.36 | 96.06 26.69
mBART 4656 0.00 | 47.80 0.00 | 31.80 0.00 | 3222 0.00 | 93.76 0.00 | 71.51  0.00
5 mBART m2m | 51.83 586 | 5266 5.04 | 31.34 1.32 | 31.96 248 | 99.62 649 | 7889 8.19
mBART m20 | 52.40 6.53 | 5322 566 | 31.26 1.09 | 31.94 253 | 100.24 7.50 | 79.71  9.18
mBART 02m | 56.22 9.75 | 57.47 9.91 | 3820 6.91 | 39.20 7.45 | 114.89 21.77 | 96.37 25.03
mBART 4809 0.00 | 4865 0.00 | 37.77 0.00 | 36.85 0.00 | 96.27 0.00 | 73.45 0.00
: mBART m2m | 52.57 4.54 | 53.05 4.63 | 39.06 1.65 | 38.06 242 | 101.80 6.09 | 80.15 7.27
mBART m20 | 53.15 5.15 | 5362 521 | 39.15 1.59 | 3812 240 | 10231 7.18 | 80.84 8.12
mBART 02m | 56.82 8.80 | 57.69 9.28 | 4590 8.25 | 4543 9.00 | 11717 21.21 | 97.57 24.24
mBART 5159 0.00 | 51.06 0.00 | 40.80 0.00 | 3891 0.00 | 99.22 0.00 | 77.23  0.00
4 mBART m2m | 56.45 5.05 | 5597 5.08 | 43.02 251 | 4120 271 | 10497 6.76 | 84.00 7.36
mBART m20 | 57.10 570 | 56.62 572 | 43.00 231 | 4117 250 | 10574 823 | 8501 872
mBART 02m | 61.88 10.40 | 61.58 10.61 | 49.68 8.98 | 4854 9.82 | 121.06 21.94 | 101.56 24.42
mBART 59.93 0.00 | 5827 0.00 | 4209 0.00 | 3829 0.00 | 101.79 0.00 | 84.25  0.00
5 mBART m2m | 65.19 5.44 | 63.76 5.69 | 4403 211 | 4023 261 | 107.87 7.42 | 91.05 7.56
mBART m20 | 65.86 6.14 | 64.44 6.33 | 4422 221 | 4042 263 | 10894 886 | 9249 9.56
mBART 02m | 70.59 10.94 | 69.24 11.26 | 51.39 9.36 | 48.64 10.70 | 124.78 23.18 | 108.30 24.15
mBART 5755 0.00 | 55.80 0.00 | 45.27 0.00 | 40.54 0.00 | 101.52 0.00 | 89.89  0.00
6 mBART m2m | 61.71 4.60 | 60.09 4.47 | 4811 294 | 4359 3.34 | 10845 7.71 | 97.85 8.1
mBART m20 | 62.22 512 | 60.62 4.93 | 4844 3.24 | 4395 3.63 | 109.45 879 | 99.23  9.60
mBART o2m | 67.76 10.73 | 66.31 10.74 | 55.16 9.96 | 51.59 11.24 | 125.45 24.20 | 113.90 24.10
mBART 53.94 0.00 | 5244 0.00 | 49.99 0.00 | 4620 0.00 | 98.28 0.00 | 96.88  0.00
. mBART m2m | 57.72 4.33 | 56.30 4.04 | 5277 298 | 49.09 3.36 | 106.68 8.96 | 10570 8.94
mBART m20 | 58.03 4.61 | 56.64 4.31 | 53.23 3.32 | 4958 3.72 | 107.94 10.21 | 107.26 10.47
mBART 02m | 64.09 10.79 | 62.87 10.64 | 59.23 9.49 | 56.08 10.17 | 123.84 2599 | 120.47 23.76
mBART 4850 0.00 | 47.79 0.00 | 51.22 0.00 | 49.37 0.00 | 94.92 0.00 | 100.91 0.00
8 mBART m2m | 51.54 3.69 | 50.86 3.51 | 54.22 3.17 | 5237 3.14 | 10418 9.91 | 109.97 9.35
mBART m20 | 51.67 3.75 | 51.00 3.60 | 54.76 3.63 | 5296 3.67 | 105.67 11.31 | 111.65 10.98
mBART 0o2m | 58.53 10.57 | 57.90 10.39 | 60.62 9.65 | 58.81 9.60 | 121.89 27.64 | 124.33 23.66
mBART 4439 0.00 | 4478 0.00 | 50.78 0.00 | 49.83 0.00 | 94.01 0.00 | 103.16  0.00
9 mBART m2m | 47.47 373 | 47.82 355 | 53.04 278 | 5213 295 | 10353 10.31 | 112.32 9.64
mBART m20 | 47.57 3.76 | 47.92 356 | 53.55 3.13 | 5261 3.15 | 10510 11.78 | 113.97 11.19
mBART 02m | 55.12 11.12 | 5555 11.12 | 58.83 8.49 | 57.86 8.42 | 120.99 27.80 | 126.63 23.92
mBART 4350 0.00 | 4287 0.00 | 5541 0.00 | 5497 0.00 | 9192 0.00 | 10562 0.00
10 mBART m2m | 46.93 4.66 | 46.28 4.31 | 57.64 289 | 57.30 4.13 | 101.92 10.67 | 114.82 9.94
mBART m20 | 46.88 4.50 | 46.24 4.23 | 58.24 3.25 | 57.93 421 | 10356 1219 | 116.47 11.45
mBART 02m | 54.68 12.00 | 54.22 11.91 | 62.95 824 | 6228 864 | 119.35 28.09 | 128.21 23.29
Table 5: The scaling effect via singular value decomposition of MBART and the continued-trained MT
models.

2818



	Introduction
	Experimental protocol
	Publicly available pretrained models
	Cross-lingual tasks and datasets
	Hyperparameters

	Results and analyses
	Quantitative performance
	Representation similarity
	CP's effect on scaling

	Related works
	Conclusion
	Bibliographical References
	Benchmarks for downstream evaluation
	Supplementary results
	Per-language results of cross-lingual evaluation
	The scaling effect of MT as continued training in different layers


