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Abstract

The use of propaganda has spiked on mainstream and social media, aiming to manipulate or mislead users. While
efforts to automatically detect propaganda techniques in textual, visual, or multimodal content have increased, most
of them primarily focus on English content. The majority of the recent initiatives targeting medium to low-resource
languages produced relatively small annotated datasets, with a skewed distribution, posing challenges for the
development of sophisticated propaganda detection models. To address this challenge, we carefully develop
the largest propaganda dataset to date, ArPro, comprised of 8 K paragraphs from newspaper articles, labeled
at the text span level following a taxonomy of 23 propagandistic techniques. Furthermore, our work offers the
first attempt to understand the performance of large language models (LLMs), using GPT-4, for fine-grained
propaganda detection from text. Results showed that GPT-4’s performance degrades as the task moves from
simply classifying a paragraph as propagandistic or not, to the fine-grained task of detecting propaganda techniques
and their manifestation in text. Compared to models fine-tuned on the dataset for propaganda detection at different
classification granularities, GPT-4 is still far behind. Finally, we evaluate GPT-4 on a dataset consisting of six other
languages for span detection, and results suggest that the model struggles with the task across languages. We

made the dataset publicly available for the community.

Keywords: Propaganda, Span detection, LLMs, Zero-shot learning

1. Introduction

Online media has become a primary channel for in-
formation dissemination and consumption with nu-
merous individuals considering it their main source
of news (Perrin, 2015). While online media, in-
cluding news and social media platforms, offers a
plethora of benefits, it is periodically exploited by
malicious actors aiming to manipulate and mislead
a broad audience. These malicious actors often
engage in sharing inappropriate content, spread-
ing misinformation, and encouraging disinforma-
tion (Alam et al., 2022a; Sharma et al., 2022). In
these cases, propaganda techniques can be used
as a communication tool designed to influence
opinions and actions to achieve a specific objec-
tive (Institute for Propaganda Analysis, 1938).
There has been a significant surge in research
in recent years to computationally combat the pro-
liferation of propaganda in online platforms. The
aim is to automatically identify propagandistic con-
tent in textual, visual, and multimodal contents,
such as memes (Chen et al., 2023; Dimitrov et al.,
2021b; Da San Martino et al., 2019). Initial studies
on propaganda detection primarily focused on bi-
nary classification (differentiating between propa-
gandistic and non-propagandistic text), and mul-
ticlass classification (Barron-Cedeno et al., 2019;
Rashkin et al., 2017). Building on this foundation,
Da San Martino et al. (2019) curated a list of pro-
pagandistic techniques that can be used in text to
sway readers opinions and actions. These tech-
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Figure 1: An example of a news paragraph anno-
tated with propagandistic techniques. The words
“traitor” and “the West” were labeled as name call-
ing, which is not visible due to overlap with other
techniques.

niques are name calling, appeal to fear, misrep-
resentation of someone’s opinion (straw man fal-
lacy), and causal oversimplification. Such efforts
have paved the way for the creation of significant
resources primarily in the English language. A re-
cent effort has expanded the prior work to include
multilingual propaganda detection (Piskorski et al.,
2023b).

Research on Arabic content is relatively sparse.
Previous datasets, proposed in prior studies, have
been primarily focused on tweets and news para-
graphs, and are notably limited in size (Alam et al.,
2022b; Hasanain et al., 2023a). Thus, our work
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aims to develop a more comprehensive annotated
dataset including annotations at the span level.
We annotated a large set of news paragraphs col-
lected from Arabic news articles. Annotating text
with propagandistic techniques is inherently com-
plex due to subjectivity, contextual variations, lin-
guistic and cultural nuances, and cognitive biases.
In Figure 1, we present a paragraph annotated at
the text span level with various propaganda tech-
niques, which also shows that some techniques
can even overlap in the same text spans. More
details are discussed in Section 2.2.

Several recent studies have shown that current
LLMs (e.g., ChatGPT) can be effectively employed
for downstream NLP tasks, and they have found
that the performance gap between state-of-the-art
(SOTA) methods and GPTs (e.g., GPT-4) is rela-
tively small (Bang et al., 2023; Ahuja et al., 2023;
Abdelali et al., 2024; Liang et al., 2023). Inspired
by these studies, we aim to leverage GPT-4 (Ope-
nAl, 2023) for propaganda detection across vari-
ous granularities ranging from binary classification
to span detection with propagandistic techniques.
We compare the performance of the model with
different transformer based fine-tuned models.

To summarize, our contributions are three-fold:

» We investigate the performance of GPT-4 for
detecting and labeling spans with propagan-
distic techniques. This is the first attempt for
this task. GPT-4’s performance is also com-
pared to several fine-tuned models.

* We release the largest dataset to date, named
ArPro, for fine-grained propaganda detection,
in addition to the associated extensive Arabic
annotation guidelines for the task.’

» We provide detailed insights into the data col-
lection and annotation process, as well as
comprehensive statistics on the dataset.

The main findings are as follows: (i) Span-
level propagandistic techniques annotation is a
complex process, and a two-step annotation
approach leads to improved annotation agree-
ment; (i) The distribution of some techniques
is skewed, corroborating previous findings (Alam
et al., 2022b), which requires further studies to un-
derstand whether such techniques are inherently
scarcely used in news reporting; (/i) Fine-tuned
models consistently outperform GPT-4 in a zero-
shot setting; (iv) GPT-4 consistently fails to detect
span-level propagandistic techniques in a zero-
shot setting across multiple languages.

"https://github.com/MaramHasanain/
ArMPro

2. ArPro Dataset

Our dataset is constructed to be the largest
dataset for the task, in scale of or larger than
datasets in multiple languages (Piskorski et al.,
2023a). The construction process included three
steps as detailed in the following sections: (1)
acquiring raw data, (2) preparing and sampling
data for annotation, and (3) the manual annotation
phase.

2.1. Data Collection

We decided to annotate news articles from a vari-
ety of Arabic news domains. Our dataset is based
on two collections of such articles: (i) AraFacts,
and (ii) a large-scale in-house collection. The
AraFacts dataset (Sheikh Ali et al., 2021) con-
tains true and false Arabic claims verified by fact-
checking websites, and each claim is associated
with online sources propagating or negating the
claim. We only keep Web pages that are from
news domains in the set (e.g., www.alquds.co.uk).
Since spreading fake news can be used for pro-
paganda purposes (Vamanu, 2019), we hypothe-
sized that such news articles discussing controver-
sial claims have a higher chance of containing pro-
paganda techniques.

As for our in-house dataset, it consists of 600K
news articles from over 400 news domains with ar-
ticles. This dataset offers versatility and wide cov-
erage of Arabic news agencies, allowing our final
annotated dataset to be representative of a variety
of writing styles and topics.

Data Preparation. We automatically parsed the
news articles using existing Python packages:
Goose3,2 Newspaper3k,® and Trafilatura.* In our
experience, we found that none of these popular
parsing packages lead to optimal results. Thus,
we apply all three parsing packages to all articles,
and for each article, we opted to select the longest
extracted content. This setup yielded better extrac-
tion performance when manually evaluated over a
sample of the articles. The parsed articles were
then split into paragraphs, assuming paragraphs
are those separated by a blank line. This resulted
in over 4M paragraphs.

Paragraph Selection. We applied a thorough
filter over the paragraphs to overcome problems
due to automatic parsing, by filtering out para-
graphs matching any of the following: (i) non-
Arabic as classified by langdetect,’ (ii) containing

https://goose3.readthedocs.io/en/
latest/quickstart.html
3https://newspaper.readthedocs.io/en/
latest/
4https://trafilatura.readthedocs.io/en
Shttps://pypi.org/project/langdetect/
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Figure 2: The entire annotation process.

HTML tags, and (iii) containing any special char-
acter repeated more than three times (e.g., %, *,
etc.). The paragraphs were de-duplicated using
Cosine similarity, with a similarity >= 0.75 indicat-
ing duplication. Finally, we only keep paragraphs
that have at least 14 words and shorter than 78
words. This length range is based on the length
distribution of all paragraphs, as most paragraphs
fall within this range. The resulting set included
2.65M paragraphs.

We construct the final set of paragraphs to anno-
tate as follows. Paragraphs of full articles sourced
from AraFacts were included. This is to allow
article-level analysis and detection of propaganda
over ArPro. We apply stratified sampling by ran-
domly sampling 30 or less paragraphs per news
domain from articles of the in-house dataset.® This
guarantees coverage of a large and versatile set of
news domains.

2.2. Data Annotation

The paragraphs were annotated adopting an ex-
isting two-tier taxonomy of six main categories,
grouping 23 persuasion techniques (Piskorski
etal., 2023a). That taxonomy represents the most
comprehensive effort in literature aiming to model
fine-grained propaganda use in text over a variety
of languages. Annotation was guided by an Ara-
bic annotation guidelines we created for the task,
inspired by English guidelines developed by Pisko-
rski et al. (2023a). In our prior work (Alam et al.,
2021), we observed that annotation guidelines in
the same language of the data are crucial, not only
to capture linguistic nuances, but also to make the
annotation process more convenient for annota-
tors. The guidelines included several examples
of paragraphs per technique, sourced from exist-
ing Arabic news articles. It was reviewed by sev-

5Majority of news domains has 30 or more para-
graphs, thus, we use 30 as our cutoff.

eral NLP experts who are also native Arabic speak-
ers. The annotation guidelines can be found in
Appendix D. Since a text span may have multi-
ple techniques, annotators were instructed to an-
notate text that can overlap, as shown in Figure 1.
The techniques smears and name calling and la-
beling overlapped in a text span. Our annotation
process includes two phases:

* Phase 1 (annotation): In this phase, each
paragraph was presented to three annotators.
They were instructed to identify the 23 propa-
ganda techniques in the text and to highlight
the corresponding text span for each label.

* Phase 2 (consolidation): Annotations from
Phase 1, were presented to a group of two ex-
pert annotators (referred to as consolidators).
The purpose of this phase was to review the
annotations and resolve any disagreements.
To maintain the quality of the annotations, we
arranged for two consolidators to collabora-
tively review the work. Moreover, they were
also encouraged to identify techniques that
the initial annotators might have missed. Con-
solidators were requested to also give their
general observation on the quality of the data
which served as additional training for both
teams and a resource for improving the train-
ing process for future tasks. This phase re-
sulted in the final gold annotations.

Annotation Team. The team in phase 1 consisted
of seven members. We recruit two consolidation
teams, each with two members; two of them had
prior experience working as annotators for various
tasks in Arabic. The consolidation team’s mem-
bers also had prior experience with Arabic NLP. All
annotators are native Arabic speakers, holding at
least a bachelor’s degree, with two members hold-
ing a Ph.D. Both teams were provided with written
guidelines and received several rounds of training.
More details in Appendix B. Both teams were su-
pervised, monitored, and trained by an expert an-
notator, who also handled quality control through-
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out the entire annotation process. This quality as-
surance included periodic checks of random anno-
tation samples and giving feedback to both teams.
Annotation platform. We utilized our in-house
annotation platform for the annotation task. Sepa-
rate annotation interfaces were designed for each
phase.
Annotation Process Figure 2 summarizes the en-
tire annotation process, from phase 1 to phase 2.
The process is formulated as follows: Let us con-
sider each annotator A; provides a set of spans
Sa, and each span in Sy, is represented as s g4, i,
where k is the index of the span for the i-th annota-
tor. Note that k£ can range from 1 to the total num-
ber of spans identified by annotator A;, and this
total can be different for each annotator. Given
this representation, for the i*” annotator the set of
spansisdefinedas S4, = {sa,1,54,2,---,54,,m; }
where m; is the total number of spans identified
by annotator A;. To combine the spans of all an-
notators, we formed the union of their span sets
as S¢ = 5S4, US4, US4a,. The combined set S¢
will contain all unique spans identified by all an-
notators. This set goes through the consolidation
phase to finalize the annotations by consolidators.
The annotation guidelines allow grouping tech-
nigues as shown in Figure 2, consisting of six main
categories. We included “Other” to account for
cases when a propagandistic text span fits none
of the categories.”

2.3.

The span-level annotation process is a very com-
plex task. The subjective nature of the task adds
more complexity to the annotation process. We
computed annotation agreement considering dif-
ferent settings following prior studies: (i) multi-
class multilabel for the paragraphs (Dimitrov et al.,
2021a), (i) binary labels (containing or not con-
taining propaganda techniques in the paragraphs),
and (iij) span labels (Da San Martino et al., 2019).

For the multiclass multilabel and binary settings,
we computed Krippendorff’s a, which is suitable for
such agreement computation (Artstein and Poesio,
2008; Passonneau, 2006). This was calculated
between each annotator and the consolidated la-
bel for the entire dataset, comprising 8,000 para-
graphs. This yielded an average Krippendorff’s o
value of 0.335, as shown in Table 1.8 Addition-
ally, we assessed the annotation agreement from

Inter-Annotation Agreement

7 Although the label “Other” was given as a possibil-
ity to annotators, they were not inclined to use it. This
label did not appear in the dataset and hence, it is not
mentioned in the tables of this paper.

80ur agreement is significantly higher than that for
related tasks (Roitero et al., 2020): Krippendorff's «
ranges between 0.066 and 0.131.

Agr. Pair Multilabel (o) Binary (o) Span (v)

A1-C 0.598 0.810 0.714
A2-C 0.448 0.697 0.258
A3-C 0.420 0.668 0.604
A4-C 0.351 0.637 0.397
A5-C 0.308 0.541 0.651
A6-C 0.270 0.537 0.653
A7-C 0.234 0.461 0.510
Average 0.375 0.622 0.546

Table 1: Annotation agreement among different
annotators vs. consolidator in multiclass muiltil-
abel, binary and span levels. A: Annotator; C: Con-
solidator. Agr.: Agreement.

Content Stat
# News articles 2,810
# Paragraphs 8,000
# Sentences 10,331
# Words 277,952
Avg sentence length 26.90
Avg paragraph length 34.74
% Propagandistic paragraphs 63%

Table 2: Descriptive statistics of the dataset.

phase 1, where each paragraph was annotated by
three annotators. This resulted in a Krippendorff's
« value of 0.243 and 0.296 for multilabel and bi-
nary settings, respectively. The agreement score
from phase 1 shows the significance of the second
phase of annotation involving expert annotators.

For the span label annotation, we computed ~
(Mathet et al., 2015; Mathet, 2017), which have
been studied in similar tasks (Da San Martino et al.,
2019). The ~ agreement is specifically designed
for span/segment level annotation tasks to take
into account span boundaries (i.e., start and end)
and their labels. Note that it also allows for consid-
eration of overlapping annotations, as depicted in
Figure 1. Overall, the span and binary label anno-
tations shows moderate to substantial agreement
among annotators between two phases.®

3. Statistics and Analysis

Basic Statistics. Table 2 summarizes basic statis-
tics of the dataset. In total, the dataset consists
of 8K annotated paragraphs selected from 2.8 K
news articles; ~10K sentences; and ~277K words.
Overall ArPro covers news articles from 300 news
domains.

Distribution of Topics. In Table 3, we report topic-
wise coverage and associated number of para-

®Recall that values of Kappa of 0.21-0.40, 0.41-0.60,
0.61-0.80, and 0.81-1.0 correspond to fair, moderate,
substantial and perfect agreement, respectively (Landis
and Koch, 1977).
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Topic # Paragraph # Propagandistic (%)
News 2,993 2,188 (73.1)
Politics 2,330 1,451 (62.3)
Health 594 277 (46.6)
Social 473 267 (56.4)
Sports 403 233 (57.8)
Miscellaneous 286 194 (67.8)
Arts and Culture 215 102 (47.4)
Religion 210 82 (39)
Science and Technology 175 70 (40)
Entertainment 134 80 (59.7)
Business and Economy 94 58 (61.7)
Travel 65 17 (26.2)
Human Rights 24 12 (50)
Lifestyle 4 3(75)
Total 8,000 5,034 (62.9)

Table 3: Number and label distribution of para-
graphs per topic.

graphs.’® The dataset covers 14 different topics
among them, news and politics cover more than
50% of the paragraphs. Considering the fraction
of propagandistic paragraphs from all paragraphs
per topic, our analysis suggests that propagandis-
tic content is relatively higher in these two topics.
Distribution of Techniques. In Table 4, we re-
port distribution of techniques in the whole dataset.
loaded language and name calling and labeling
are the most frequent techniques. We intro-
duced “no_technique” as a label for the formu-
lation of binary and multilabel classification set-
tings. The paragraphs with no annotated tech-
nique are labeled as “no_technique” indicating a
non-propagandistic paragraph. The loaded lan-
guage constitutes 50% of the identified propa-
ganda spans, which is inline with the findings in
previous studies (Dimitrov et al., 2021b).
Co-occurrence of Techniques. To understand
the relationship between different techniques, we
computed their co-occurrence (on train split). In
Table 5, we report the top ten pairs of techniques.
This shows that the technique loaded language is
highly associated with several techniques, includ-
ing name calling, exaggeration minimization, and
questioning the reputation. The strong association
between questioning the reputation and name call-
ing labeling reflects the fact that while the former
technique is used to question the reputation of an
individual, organization, or entity, the latter empha-
sizes the statement or message further.

4. Experimental Setup

In this study, we aim to establish strong baselines
on our ArPro dataset to encourage and support
the development of models for propaganda detec-
tion in text. Our experiments also target the evalu-
ation of the strongest closed LLM to-date, GPT-4,

ODatasets from which the news articles were sourced
included topic assignments

Technique F PR TR
Appeal_to_Authority 256 0.032 0.012
Appeal_to_Fear-Prejudice 125 0.016 0.006
Appeal_to_Hypocrisy 108 0.013 0.005
Appeal_to_Popularity 56 0.007 0.003
Appeal_to_Time 70 0.009 0.003
Appeal_to_Values 52 0.006 0.003
Causal_Oversimplification 389 0.049 0.019
Consequential_Oversimplification 110 0.014 0.005
Conversation_Killer 72 0.009 0.004
Doubt 303 0.038 0.015
Exaggeration-Minimisation 1,290 0.161 0.063
False_Dilemma-No_Choice 79 0.010 0.004
Flag_Waving 237 0.030 0.012
Guilt_by_Association 29 0.004 0.001

Loaded_Language 10,388 1.298 0.507
Name_Calling-Labeling 2,012 0.252 0.098
no_technique 2,966 0.371 0.145

Obfuscation-Vagueness-Confusion 756 0.095 0.037

Questioning_the_Reputation 776 0.097 0.038
Red_Herring 50 0.006 0.002
Repetition 166 0.021 0.008
Slogans 144 0.018 0.007
Straw_Man 25 0.003 0.001
Whataboutism 28 0.004 0.001
Total 20,487

Table 4: Distributions of techniques in ArPro. F:
Number of spans per technique. P-R: Ratio at the
paragraph level. T-R: Ratio at the dataset level.

Technique 1 Technique 2 Freq.
Loaded_Language Name_Calling-Labeling 777
Loaded_Language Exaggeration-Minimisation 627
Questioning_the_Reputation Loaded_Language 397
Obfuscation-Vagueness-Confusion Loaded_Language 356

Loaded_Language
Name_Calling-Labeling

Causal_Oversimplification 215
Exaggeration-Minimisation 205

Loaded_Language Doubt 173
Questioning_the_Reputation Name_Calling-Labeling 170
Loaded_Language Flag_Waving 134
Loaded_Language Appeal_to_Authority 134

Table 5: Top ten most frequent techniques and
their co-occurrence frequency.

for the task at hand. In this section, we describe
the setup and design of experiments to achieve
these goals.

4.1. Task Formulation

The task of propaganda detection in text has been
formulated covering different classification granu-
larities. It ranged from modeling the problem as
a binary classification task (propaganda vs. non-
propaganda) (Barron-Cedefio et al., 2019), to a se-
quence tagging task where the aim is to extract
spans of text containing persuasion techniques
aiming to influence readers (Da San Martino et al.,
2019; Alam et al., 2022b; Piskorski et al., 2023a,b).
Propaganda and persuasion are closely-related,
as both aim at influencing readers and both em-
ploy persuasion strategies (Jowett and O’donnell,
2018). As previously done in literature, we use
these terms interchangeably in this work. We
model the task into four granularities, to cover
those commonly-observed in literature as follows:
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Label Train Dev Test

Binary

Propagandistic
Non-Propagandistic

3,777 425 832
2,225 247 494

Total 6,002 672 1,326
Coarse-grained

Call 176 21 40
Distraction 74 9 16
Justification 471 48 102

Manipulative_Wording
no_technique 2,225 247 494
Reputation 1,404 163 314
Simplification 384 42 82

Total 8,194 917 1,805

3,460 387 757

Table 6: Binary and coarse grained label distribu-
tion.

* Binary propaganda detection (Binary):
Given a text snippet, detect whether it uses
any propaganda technique or not.

» Coarse-grained propaganda detection
(Multilabel): Given a text snippet, detect
the high-level categories of propaganda
techniques it contains from the six categories
in 2-tier annotation taxonomy.

* Propaganda techniques detection (Multil-
abel): Given a text snippet, identify propa-
ganda techniques it contains from the 23 per-
suasion techniques.

* Propaganda text spans identification
(Span/Sequence Tagging): Given a text
snippet, identify the propaganda techniques
it contains and text spans in which these
techniques are being used.

Given our dataset includes annotations at the
finest granularity (span-level), we created three
more versions of the dataset by mapping these an-
notations into each of the granularities explained
above.

4.2. Data Splits

We split the dataset in a stratified man-
ner (Sechidis et al., 2011), allocating 75%,
8.5%, and 16.5% for training, development, and
testing, respectively. During the stratified sam-
pling, the multilabel setting was considered when
splitting the dataset. This ensures that persuasion
techniques are similarly distributed across the
splits.

In Tables 6 and 7, we report the distribution of
different data splits for binary, coarse, and span-
level labels. Reporting the sequence distribution
for multilabel annotations would lead to a large ta-
ble, which we have omitted in this paper.

Technique Train Dev Test

Appeal_to_Authority 192 22 42
Appeal_to_Fear-Prejudice 93 " 21
Appeal_to_Hypocrisy 82 9 17
Appeal_to_Popularity 44 4 8
Appeal_to_Time 52 6 12
Appeal_to_Values 38 5 9
Causal_Oversimplification 289 33 67
Consequential_Oversimplification 81 10 19
Conversation_Killer 53 6 13
Doubt 227 27 49
Exaggeration-Minimisation 967 113 210
False_Dilemma-No_Choice 60 6 13
Flag_Waving 174 22 41
Guilt_by_Association 22 2 5
Loaded_Language 7,862 856 1670

Name_Calling-Labeling 1,526 158 328
no_technique 2,225 247 494
Obfuscation-Vagueness-Confusion 562 62 132

Questioning_the_Reputation 587 58 131
Red_Herring 38 4 8
Repetition 123 13 30
Slogans 101 19 24
Straw_Man 19 2 4
Whataboutism 20 4 4
Total 15,437 1,699 3,351

Table 7: Distribution of the techniques in different
data splits at the span level.

4.3. Models

Pre-trained transformer models (PLMs). These
models have shown significant performance gains
in diverse NLP tasks. We explored different mod-
els to evaluate their performance for our tasks,
including binary, coarse and multilabel classifi-
cation settings. We used AraBERT (Antoun
et al.,, 2020) and XLM-RoBERTa (XLM-r) (Con-
neau et al., 2020) and fine-tuned them using task-
specific classification head over the training sub-
set. We used the transformer toolkit (Wolf et al.,
2020) to fine-tune the models. Following the ap-
proach of Devlin et al. (2019), we fine-tuned each
model using default settings over five epochs. We
conducted five reruns for each experiment with dif-
ferent random seeds, and report the average per-
formance over the reruns on the test subset.

GPT-4. In addition, our experiments consist of
zero-shot learning using GPT-4 (OpenAl, 2023).
For all tasks but span identification, we also ex-
periment with 3-shot learning. To ensure repro-
ducibility of the experiments, we set the temper-
ature value to zero. We used version 0314 of
the GPT-4 model, which was released in June
2023. We chose this model due to its accessibil-
ity and superior performance compared to other
models, such as GPT-3.5, as reported in (Ahuja
et al., 2023) and in our relevant benchmarking
study on Arabic content (Abdelali et al., 2024).
We specifically designed a prompt for each of the
four tasks as shown in Appendix C. For the ex-
periments, we used the LLMeBench framework
(Dalvi et al., 2024). In selecting examples for
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our 3-shot learning setup, we extract examples
from the training split using a maximal marginal
relevance-based selection approach provided as
part of LLMeBench, that constructs example sets
that are deemed relevant and diverse.

Random Baseline. For different tasks, differ-
ent approaches were followed to compute ran-
dom baselines. For binary classification, we ran-
domly assigned a label from the two potential la-
bels: [“propagandistic”, “non-propagandistic”’] to
each test instance. For multilabel classification,
where multiple labels from a predefined set are re-
quired, both the count and choice of labels were
random, and these were then assigned to the test
instance.

4.4. Evaluation Measures

We computed both macro-averaged and micro-
averaged F; scores to evaluate the models’ per-
formance. These measures have been frequently
used in previous studies when reporting on the per-
formance of propaganda detection tasks (Dimitrov
et al., 2021a). Since the span-level task is a mul-
tilabel sequence tagging task, it is evaluated us-
ing a modified F; measure that accounts for par-
tial matching between the spans across the gold
labels and the predictions (Alam et al., 2022b).

5. Results and Discussion

In Table 8, we present the performance of different
classification settings and models. Based on the
Micro-F; measure, the fine-tuned AraBERT mod-
els outperforms in two out of the three tasks, while
XLM-r performs well in the multilabel task. All
models surpass the random baseline results for all
tasks. The zero-shot performance for GPT-4 is rel-
atively lower compared to other models across all
tasks settings. However, adding as little as three
shots results in significantly better performance
with GPT-4. Given the results at hand, we deduce
that a specialized smaller fine-tuned model outper-
forms an effective LLM like GPT-4 even with the
simplest binary task.

How effective is GPT-4 for detecting and label-
ing propagandistic spans in text? To answer
this question, we run GPT-4 in zero-shot setting
over the testing split of ArPro. We also investi-
gate its performance over six other languages as
follows. The model is applied to development sub-
sets!" of a recently-released multilingual dataset
for the task as part of SemEval23 shared task
3 (Piskorski et al., 2023b). The dataset covers six
languages: English, French, German, Italian, Pol-
ish, and Russian. Itincludes sentences annotated

"Gold labels for testing subsets are not made public.

Task Model Micro-F; Macro-F;
Random 0.510 0.503
Binary AraBERT 0.767 0.750
XLM-r 0.627 0.386
GPT-4, 0-shot 0.526 0.510
GPT-4, 3-shot 0.592 0.590
Random 0.215 0.161
Coarse AraBERT 0.656 0.321
XLM-r 0.595 0.244
GPT-4, 0-shot 0.540 0.341
GPT-4, 3-shot 0.587 0.385
Random 0.078 0.055
Multilabel AraBERT 0.543 0.086
XLM-r 0.608 0.128
GPT-4, 0-shot 0.372 0.156
GPT-4, 3-shot 0.467 0.212

Table 8: Results on ArPro test set in different clas-
sification settings and models. Best per task per
measure is boldfaced.

Lang. #Samples Micro-F; Macro-F;

Arabic 1,326 0.117 (0.010) 0.102 (0.010)
English 3,127 0.111 (0.008) 0.078 (0.006)
French 610 0.138 (0.017) 0.101 (0.018)
German 522 0.057 (0.012) 0.070 (0.007)
ltalian 882 0.115 (0.015) 0.074 (0.011)
Polish 800 0.071 (0.011) 0.060 (0.006)
Russian 515 0.073 (0.011) 0.048 (0.005)

Table 9: GPT-4 0-shot performance in propaganda
span extraction over ArPro test set (Arabic), and
development sets from SemEval23 shared task 3.
Numbers in parentheses indicate performance of
the random baseline.

by persuasion spans and the same 23 techniques
targeted in this work.

In Table 9, we report the results for the span
detection task, which reveals interesting obser-
vations. First, results clearly show that GPT-4’s
performance is really low for this sequence tag-
ging and multilabel task. This is especially notice-
able with lower-resourced languages like Polish
and Russian. Moreover, putting these results in
context of GPT-4’s performance on the less fine-
grained tasks, referring back to Table 8, results
are the lowest for the span extraction task. Nev-
ertheless, the Micro-F; scores observed are sig-
nificantly higher than those for a random baseline
we created, that randomly assigns propaganda
techniques to random spans of text in a para-
graph (Alam et al., 2022b).

Effect of Prompt Design. A challenge we faced
when prompting GPT-4 to extract spans from text,
was the design of the prompt. With such complex
task, the model is required to not only return the
propaganda techniques, but also the text spans
matching these techniques. Since a span might
occur multiple times in a paragraph, with different
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context and propagandistic load, the model should
also specify start and end indices of these spans.
In our experiments, we observed that although
GPT-4 can correctly provide labels and extract as-
sociated span texts, it was generating indices not
matching the identified spans. This might be in-
terpreted as if the model approached the task as
subtasks and generated outputs for them indepen-
dently. For this work, we apply a post-prediction
heuristic to overcome this problem, by assigning
for each predicted span, the start and end indices
of its first occurrence in a paragraph.

6. Related Work

6.1.

Computational propaganda is defined as the use
of automated methods and online platforms to in-
tentionally spread misleading information (Woolley
and Howard, 2018). It frequently employs various
types of content (e.g., fake news and doctored im-
ages) across different media platforms, often us-
ing tools like bots. The information is typically dis-
tributed in various modalities, such as textual, vi-
sual, or multi-modal. To limit the effect of propa-
gandistic content in online media, there have been
research efforts to develop resources and tools in
order to identify and debunk them. Below, we dis-
cuss relevant resources and studies that primarily
focus on propaganda detection tasks.

Computational Propaganda

6.2. Existing Resources and Systems

The majority of research in propaganda detec-
tion has primarily centered on the analysis of tex-
tual content (Barron-Cedeno et al., 2019; Rashkin
et al., 2017; Da San Martino et al., 2019; Martino
et al., 2020; Piskorski et al., 2023b). Recently sev-
eral initiatives attempted towards addressing mul-
timodal content such as memes (Dimitrov et al.,
2021b). The development of the TSHP-17 is
an earlier effort, which utilized distant supervi-
sion, meaning articles from a specific news out-
let were uniformly labeled based on that outlet's
characterization (Rashkin et al., 2017). The an-
notations include trusted, satire, hoax, and pro-
paganda. The dataset incorporated articles from
the English Gigaword corpus along with content
from seven other less reliable news sources, two
of which were identified as propagandistic. Barron-
Cedeno et al. (2019) developed QProp corpus,
which is labeled as either propaganda or non-
propaganda. They conducted experiments on
both the TSHP-17 and QProp datasets. For the
TSHP-17, they binarized the labels, distinguish-
ing between propaganda and the other three cate-
gories. Habernal et al. (2017, 2018) developed a
corpus comprising 1.3K arguments annotated for

five fallacies. These include ad hominem, red her-
ring, and irrelevant authority, all of which are di-
rectly related to propaganda techniques.

Recent efforts began to stress the importance
of fine-grained analysis of specific propagandistic
techniques. Da San Martino et al. (2019) iden-
tified 18 distinct propaganda techniques and cre-
ated a dataset by annotating news articles based
on these techniques. Annotations were done at
the fragment level, focusing on two main tasks: (i)
binary classification — determining whether any of
the 18 techniques were employed in a given sen-
tence of an article; and (i) multi-label multi-class
classification and span detection — pinpointing
specific text fragments that utilized a propaganda
technique and identifying the specific technique
used. Building on this work, they designed a multi-
granular deep neural network that extracts span
from the sentence-level task, thereby enhancing
the accuracy of the fragment-level classifier. Fo-
cusing on the annotation schema, Blodgett et al.
(2023) proposed 23 top-level techniques, of which
10 match the techniques proposed by Da San Mar-
tino et al. (2019). Piskorski et al. (2023b) pro-
posed an extension of those techniques and in-
troduced a dataset in multiple languages. Based
on this dataset, some studies such as the work
of Hasanain et al. (2023b) demonstrated that mul-
tilingual pre-trained models significantly surpass
monolingual models, even in languages not pre-
viously seen.

Research on propaganda detection in tweets
is somewhat limited due to the scarcity of anno-
tated datasets. Addressing this gap, Vijayaragha-
van and Vosoughi (2022) introduced a corpus of
tweets with weak labels for fine-grained propa-
ganda techniques. This study also proposed an
end-to-end Transformer-based model enhanced
with a multi-view approach that integrates con-
text, relational data, and external knowledge into
the representations. Focusing on Arabic social
media, Alam et al. (2022b) developed an anno-
tated dataset consisting of 950 tweets. Very re-
cently, another dataset has been released as a
part of the ArAlEval shared task covering tweets
and news paragraphs annotated in a multilabel set-
ting (Hasanain et al., 2023a).

Table 10 summarizes existing datasets specif-
ically developed for the detection of propaganda
and techniques. Compared to prior datasets, ours
is the largest in terms of number of paragraphs for
a particular language.

7. Conclusion and Future Work

In this study, we introduce a large, manually anno-
tated dataset for detecting propaganda techniques
in Arabic text. We have collected and annotated
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Reference Lang Content #ltems #T
(Barron-Cedeno et al., 2019) En News article 51,000 2
(Da San Martino et al., 2019) En News article 451 18
(Dimitrov et al., 2021b) En Memes 950 22
(Vijayaraghavan and Vosoughi, 2022) En Tweets 1,000 19

En, Fr,
de, It,
(Piskorski et al., 2023b) Pl, Ru, News article 2,049 23
Es, El,
Ka
(Alam et al., 2022b) Ar 930 19
ArAIEval-23 (Hasanain etal., 2023a)  Ar Paragraphs, 3 189 23
Tweets
Ours Ar Paragraphs 8,000 23

Table 10: Prior datasets for propaganda detection tasks. # T: Number of techniques/labels.

8 K news paragraphs sourced from 2.8 K news arti-
cles using 23 propaganda techniques. To facilitate
future annotation efforts over Arabic text, we con-
structed Arabic annotation guidelines and release
them to the community. Our work provides an in-
depth analysis of the dataset, shedding some light
on propaganda use in Arabic news media. We ex-
amine the performance of various pre-trained mod-
els, including GPT-4, across different classification
settings targeting four formulations of the propa-
ganda detection task. Our results indicate that fine-
tuned models significantly outperform the GPT-4
in both zero-shot and 3-shot settings. The exper-
iments also demonstrated that GPT-4 struggled
with the task of detecting propagandistic spans
from text in seven languages.

In future work, we plan to explore the correla-
tion between propaganda and other phenomena
in news reporting like misinformation. We also
plan to extend our work to designing more sophis-
ticated propaganda spans detection models, in ad-
dition to investigating the potential of large lan-
guage models in various zero-shot and few-shot
settings to better understand their capabilities.

Ethics and Broader Impact

We collected news articles from various sources
and selected specific paragraphs for the annota-
tion. It is important to note that annotations are
subjective, inevitably introducing biases into our
dataset. However, our clear annotation schema
and instructions aim to minimize these biases. We
urge researchers and users of this dataset to re-
main careful of its potential limitations when de-
veloping models or conducting further research.
Models developed using this dataset could be in-
valuable to fact-checkers, journalists, social media
platforms, and policymakers.
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A. Annotation Platform

In Figure 3 and 4, we present the annotation inter-
faces for phase 1 and phase 2, respectively. The
annotations in the phase 2 interface are pre-filled
with those completed in phase 1, and consolida-
tors have the option to remove existing annota-
tions or add new ones.

B. Annotators and Training

The annotation team consisted of highly educated
individuals with versatile backgrounds. All an-
notators hold at least one degree, with several
of them having a Computer Science background,
some with degrees in literature and translation,
and some of them working in media and communi-
cation. Moreover, the annotation team was exten-
sively monitored, trained, and continuously evalu-
ated by an experienced annotator who had a back-
ground and experience in linguistics and journal-
ism, holding a bachelor’s degree in English Litera-
ture and a master’s degree in Translation, and who
has previously worked as an annotator. The anno-
tation guideline we adapted was also developed
by highly experienced individuals with background
and experience in politics, media, and linguistics.

The training process consisted of the following
steps:

1. We provided annotation guidelines to both
teams. In the annotation guidelines, each
propagandistic technique was supplemented
with examples from previously annotated
data. Annotators had the ability to refer to
these guidelines whenever needed during the
annotation process.

2. We setup pilot annotations as training exer-
cises for the annotators. Once the annota-
tions were completed, the data was collected
and evaluated for quality.

3. Based on the results from step 2, meetings
were organized to address and discuss the
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Text to perform selection on: Techniques in the text
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Figure 3: A screenshot of the annotation platform for phase 1 (annotation).
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Figure 4: A screenshot of the annotation platform for phase 2 (consolidation).

You have completed: n out ofm

challenges annotators faced. These chal- Given the complex nature of the task of pro-
lenges could be related to interpreting the  paganda detection, we experiment with multiple
guidelines or issues encountered with the an-  prompts per task, by testing the model perfor-
notation platform. mance with each candidate prompt on a subset
. Steps 2 and 3 were repeated iteratively to en-  of the dev set. Eventually, we select the prompts
sure continuous improvement in annotation  that lead to the best performance as our testing

quality. prompts. Table 11 lists the prompts used per task.
C. Prompts Design D. Annotation Guidelines
As discussed in (Bang et al., 2023), LLMs per- ciliiall) ¢ cilbacdl (1)
formance heavily depends on the prompt design. (1) Name calling/Labeling
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Task Prompt
Your task is to analyze the text and determine if it contains elements of pro-
paganda. Based on the instructions, analyze the following ‘text’ and predict
whether it contains the use of any propaganda technique. Answer only by true
Binary or false. Return only predicted label.
text: {...}
label:
Your task is to analyze the text and determine if it contains the following propa-
ganda techniques.
) ‘[techniques list]’
Multilabel Provide only labels as a list of strings.
text: {...}
label:
Your task is to analyze the text and determine if it contains elements of propa-
ganda.
The following coarse-grained propaganda techniques are defined based on the
appearance of any of the fine-grained propaganda techniques. The left side
of the equal sign indicates coarse-grained techniques and right side indicates
fine-grained techniques.
“coarse grained label” = [fine grained label’, ..., ...]
Coarse « . y_ g : )
coarse grained label” = ['fine grained label’, ..., ...]
Based on the instructions above analyze the following text and provide only
coarse-grained propaganda techniques as a list of strings.
text: {...}
label:
Label the text by the following propaganda techniques: [techniques list]. An-
swer exactly and only by returning a list of the matching labels from the afore-
mentioned techniques and specify the start position and end position of the
text span matching each technique. Use this template {“technique”: , “text”: ,
Span « w1
start”. , “end”: }
text: {...}
labels:

Table 11: Prompts used with GPT-4 for the four tasks.
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