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Abstract
Neural parsing is very dependent on the underlying language model. However, very little is known about how choices
in the language model affect parsing performance, especially in multi-task learning. We investigate questions on
how the choice of subwords affects parsing, how subword sharing is responsible for gains or negative transfer in
a multi-task setting where each task is parsing of a specific domain of the same language. More specifically, we
investigate these issues across four languages: English, German, Italian, and Turkish. We find a general preference
for averaged or last subwords across languages and domains. However, specific POS tags may require different
subwords, and the distributional overlap between subwords across domains is perhaps a more influential factor in

determining positive or negative transfer than discrepancies in the data sizes.
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1. Introduction

Multi-task learning (MTL) is one of the major ap-
proaches to handle domain adaptation issues. In
many cases, both tasks are very similar, the only
difference being the domains from which the data
were sampled. The issue of negative transfer is
an established issue in transfer learning paradigms
(Rosenstein et al., 2005), including MTL, but identi-
fying the causes of negative transfer is still an open
research question. Strategies such as saliency (Li
et al., 2016) and attention (Vaswani et al., 2017)
have started to provide a great deal of insight into
the internal working of models, but have predom-
inantly benefited classification tasks. For struc-
tured prediction tasks, such as dependency pars-
ing, there are many open questions about how in-
formation is shared and transferred, particularly in
transfer learning approaches. In a multi-task setting
(Caruana, 1997), the issue is compounded since
tasks are being learned jointly rather than sequen-
tially; consequently, they are able to simultaneously
positively and negatively impact one another to dif-
ferent levels (Wu et al., 2020), and the impact on
various tasks is still uncertain.

To investigate possible areas of transfer, we fo-
cus on the representation of subword information in
MTL parsing where each task corresponds to one
genre of a given language. Subwords in particular
may represent words in non-intuitive ways, some-
times yielding unexpected regularities, particularly
for words outside of model’s base vocabulary and
domain, and can be very sensitive to slight varia-
tions. For example, while the adjective amazing is
not split into subwords, the informal spelling amazin
is represented as am-##azi-##n by bert-base-
cased. In this case, selecting the first subword

“am” may conflict with selecting the actual word
“am”, which represents a different part of speech
(POS). These representations may interact with
annotations or linguistic characteristics (since sub-
words do not align with morphology), which may
subsequently improve or degrade parsing perfor-
mance in an MTL setting.

We perform a set of experiments in which we
pair two treebanks of the same language in an MTL
dependency parsing architecture, where the two
tasks correspond to two genres of this language.
We use English, German, Italian, and Turkish'. Re-
sults suggest using embeddings from either the
average over all subwords or selecting only the last
subword tends to yield better performance across
languages and domains than selecting only the first
which tends to be the default. Additionally, while
treebank sizes play a role in performance gains in
MTL parsing, the overall overlap of the subwords
between treebanks tends to be a better indicator 1)
wrt. to the source of possible positive and negative
transfer, irrespective of treebank size, and 2) wrt.
how an individual treebank may improve or degrade
in performance.

2. Related Work

2.1. Embeddings and Language Models

With the predominant use of embeddings and pre-
trained language models (PLMs), a simple ap-
proach for many tasks is to finetune a PLM on the
target task, though this often results in subpar per-
formance if there are domain shifts (Ma et al., 2019).

"This selection was mainly based on availability of
two UD treebanks in the same language.



This can be partially alleviated with additional pre-
training on domain specific data (Ma et al., 2019;
Gururangan et al., 2020; Rietzler et al., 2020).

Parsing has traditionally focused on methods for
selecting the best source data for a given target
domain (Plank and van Noord, 2011; McDonald
et al., 2011; Rosa and Zabokrtsky, 2015; Falen-
ska and Cetinoglu, 2017). However, the full po-
tential of PLMs in domain adaptation is still an
evolving avenue of research, particularly in pars-
ing where the target and source domains may be
distinct from those of the language model (Dakota,
2021), adding complexity. While contextualized
embeddings have reduced the gap between do-
mains in constituency parsing, additional strate-
gies are necessary for more distant domains (Joshi
et al., 2018), and out-of-domain performance has
not shown the expected gains (Fried et al., 2019).
Treebank embeddings (Stymne et al., 2018; Wag-
ner et al., 2020), domain embeddings (Li et al.,
2019), and fine-tuned contexualized embeddings
with adversarial methods (Li et al., 2020) have all
shown benefits in dependency parsing. Such ob-
servations have resulted in a great deal of diversifi-
cation of the data used to create language models
for various languages (Virtanen et al., 2019; Cui
et al., 2020; Martin et al., 2020) and many now are
domain specific (Alsentzer et al., 2019; Liu et al.,
2020).

2.2. Multi-task Learning

MTL learns tasks jointly, and while problems may
overlap with sequential transfer learning, new ones
also arise. Much MTL work in domain-adaption
has focused on which layers to share; lower layer
sharing is often found to be optimal (Segaard and
Goldberg, 2016; Peng and Dredze, 2017). The rela-
tionship between data sizes of individual tasks was
shown to influence performance across a range of
tasks (Luong et al., 2015; Benton et al., 2017; Au-
genstein and Sggaard, 2017; Schulz et al., 2018).
To mitigate negative influence, Dakota et al. (2021)
used weighted multi-task learning to weight the con-
tribution of each task on the loss function between
imbalanced domains, which improved dependency
parsing performance on both the target and source
treebanks.

2.3. Subword Representations

Choices in tokenization and the resultant subword
representations have been shown to have a notice-
able effect on performance in morphology (Church,
2020; Klein and Tsarfaty, 2020; Hofmann et al.,
2021) and POS tagging (Blaschke et al., 2023),
but for parsing, the situation is less clear (Kitaev
et al., 2019). The efficacy of subword representa-
tions generated from internal PLM tokenizers has

shown varied results in cross-lingual and multilin-
gual settings (Pires et al., 2019). While subword
overlap between a target and source language
is suggested to be a good indicator for selecting
sources (Wu and Dredze, 2019), many subwords
may not be relevant or missing all together (Wu and
Dredze, 2020). Domain specific vocabulary aug-
mentation, as performed by Sachidananda et al.
(2021), yielded competitive performance across
various classification tasks compared to additional
domain specific model training, at a fraction of the
computational resources. For zero-shot POS tag-
ging, Blaschke et al. (2023) found that the absolute
difference between the proportion of words split
into subwords in the source and target is a strong
indicator of performance of a pre-trained language
model on non-standard varieties of a language. For
English constituency parsing, the choice of first or
last subwords did not appear to make a substantial
performance difference (Kitaev et al., 2019).

3. Research Questions

Choosing which subwords to use to represent
words is an important choice for parsing. If we
use the first subword, we may retain information
about prefixes or stems; if we use the last sub-
word, we may retain suffix information. In standard
transfer learning, subword disparities between the
source and target can be more easily handled as
there is only one learning objective at a time. In
an MTL setting across domains, however, the sit-
uation becomes more difficult, since subwords of
one domain also simultaneously influence parsing
of the second domain. Since there are lexical and
syntactic differences across domains, the best sub-
word representation may have to be chosen based
on robustness across domains rather than based
on coverage within one domain.
We investigate the following questions:

1. How does the selection of different subword
tokens impact parsing performance in an MTL
parsing?

2. Do certain subword representations show
more consistency in performance across lan-
guages and domains?

3. What is the interaction between treebank sizes
and subword overlap wrt. negative or positive
transfer?

4. Methodology

Data We use Universal Dependencies (UD) v2.11
treebanks (Nivre et al., 2020; de Marneffe et al.,



Lang. Treebank Train Dev  Test Hyperparameters Value
EN Tweebank | 1639 710 1201 Bert Mapping Dimension 100
EWT eql 1600 700 1200 Number of BERT Layers Used | 4
EWT full 12543 2001 2077 Number of LSTM Layers 3
DE tweeDe 1000 150 151 LSTM Hidden Layer Dimension | 400
GSD eql 1 000 150 150 Optimizer Adam
GSD full 13 814 799 977 Patience 100
T Twittird 1138 144 142 Batch Size 20k tokens
ISDT eql 1100 150 150 Learning Rate 2e-3
ISDT full 13 121 564 482 Seeds 10, 20, 30
TR BOUN 7 803 600 979
Penn eql 7 800 622 924 Table 2: Hyperparameter settings for multiparser.
Penn full 14 850 622 924

Table 1: Number of sentences per treebank across
splits.

2021). More specifically, we use three Twitter spe-
cific treebanks: the German tweeDe treebank (Re-
hbein et al., 2019), the English Tweebank v22 (Liu
et al., 2018) and the ltalian Twittird (Cignarella
et al., 2019). Each is paired with a UD treebank
of a different domain: German-GSD (news, re-
views, and wikipedia), Italian-ISDT (news, legal,
and wikipedia), and English-EWT (blogs, emails,
reviews, social media, and web). In addition, we
use the Turkish BOUN treebank (biographical texts,
national newspapers, instructional texts, popular
culture articles, and essays) and the Turkish Penn
treebank (translated newspaper data). We recog-
nize that BOUN is less genre specific in comparison
to the Twitter treebanks, but we are limited wrt. avail-
ability of language specific treebank resources.

To control for data imbalance, we also use a
setting where we reduce the larger treebank of a
language to the size of the corresponding smaller
one, by selecting the first N sentences (to ensure
replicability). For an overview of languages and
data sizes, see Table 1.

Parser We use multiparser (Sayyed and Dakota,
2021), which is an extension of the biaffine graph-
based neural dependency parser (Dozat and Man-
ning, 2017; Dozat et al., 2017) but includes a multi-
task architecture. We allow treebanks to share the
MLP layers and modify the base architecture to al-
low the use of embeddings produced by the various
PLMs as input. We use language specific BERT
models and their tokenizers®. We have further mod-
ified multiparser to include options modifying which
subword pieces are utilized to generate the token

2https://github.com/Oneplus/Tweebank

3Models are accessed via Hugging Face (Wolf et al.,
2020) and are bert-base-cased (English), domdz/bert-
base-german-cased (German), domdz/bert-base-italian-
cased (ltalian), and dbmdz/bert-base-turkish-cased
(Turkish).

level embeddings: the first subword, the average
over all subwords, or the last subword (see Table 2
for hyperparameters). The final embeddings are
generated via a scalar mix (Peters et al., 2018; Ten-
ney et al., 2019a,b) of the last four layers. Words
consisting of one subword token will have the same
representation in all versions.

The parser also provides an option to weight the
influence of each task on the loss function. For
weighted settings, the Twitter treebank is given a
weight of 0.1 and the non-Twitter treebank 0.9 fol-
lowing Dakota et al. (2021). For Turkish, BOUN is
given 0.33 and Penn 0.67 to reflect their relative
sizes.

Evaluation We perform each experiment with
three random initializations and report averages,
using the CoNLL2018 scorer (Zeman et al., 2018)
for UAS and LAS (punctuation is included in the
evaluation), as well as scores for label accuracy
(LA) per POS tag. We focus on LA because the
choice of subword representations has the most
direct influence on the dependency labels, which
is reflected in LA. Note that we use gold POS tags
only for calculating the LA scores, the parser is not
given any POS tags. We generally show POS tags
that occur more than 50 times in the smaller cor-
pus of a language. We highlight major differences
between highest (blue) and lowest results (red) per
POS tag when the difference is greater than 2.5
points within either the equal or the full setting.

5. General Trends Across Languages

For each language, we compare 1) the single task
setting (STL; i.e., training and testing on the same
domain) with MTL (training on both domains and
testing on one); 2) two data sizes (equal size of
training sets, or full sets); 3) for full sets, we use
an unweighted or weighted setting, the latter gives
more weight to the majority task.

We first discuss the big picture across languages.
In the following sections, we then discuss results
for individual languages, followed by a closer look



Tweebank NOUN VERB ADJ PROPN ADV INTJ ADP SCONJ AUX DET PRON | UAS LAS
subw. counts 2669 1985 955 1640 834 218 1189 209 919 826 1716

first STL 7114 66.31 72.88 68.43 81.14 71.71 91.84 79.27 88.54 95.84 90.52 | 78.70 73.42

MTL eql. 73.31  69.57 75.99 69.23 83.01 70.34 92.37 84.85 89.66 96.37 91.20 | 80.50 75.52

avg. STL 72.06 67.69 73.65 70.39 79.98 68.96 92.54 80.22 88.61 96.29 90.60 | 79.32 74.19

MTL eql. 7445 70.26 77.24 70.06 82.05 68.20 92.63 83.41 90.13 96.45 91.41 | 81.07 76.25

last STL 71.39 67.04 74.14 67.44 80.74 68.04 91.87 81.18 87.74 95.80 90.75| 78.90 73.50

MTL eql. 73.76 70.38 76.86 68.74 81.65 66.97 92.54 83.09 90.50 96.85 91.14 | 80.81 75.84

first MTL full 7487 71.00 76.65 70.91 83.33 70.49 93.69 85.33 9155 96.89 91.92 | 81.61 76.91

MTL full+W | 75.03 72.26 77.35 71.06 8257 68.04 93.44 85.81 92.17 97.30 92.44 | 81.60 77.01

avg. MTL full 75.95 7211 77.42 7195 8329 71.25 94.14 8549 9235 96.81 91.88 | 82.08 77.59

MTL full+W | 76.47 72.61 77.56 70.83 83.33 69.11 93.52 87.08 93.36 97.18 9235 | 8222 77.71

last MTL full 7527 7155 77.59 69.63 83.09 70.18 93.78 85.01 9191 96.73 91.69 | 81.76 76.97

MTL full+W | 76.22 73.33 78.32 70.08 84.25 69.88 93.64 87.08 92.02 96.81 92.02 | 82.24 77.61

Table 3: Results on English, testing on Tweebank.
equal size EWT, MTL full: MTL with full EWT, MTL full+W: MTL with full EWT and weights.

STL: single task baseline, MTL eqgl.: multi-task with

EWT NOUN VERB ADJ PROPN ADV INTJ ADP SCONJ AUX DET PRON | UAS LAS

subw. counts 2452 1549 916 1524 565 77 1298 299 878 1132 1182
first STL eql. 80.57 82.35 85.59 76.16 84.66 42.86 94.30 89.63 94.04 99.15 91.68 | 84.04 79.27
MTL eql. 80.82 83.49 86.39 76.60 86.25 71.86 95.69 87.63 94.68 99.47 92.89 | 84.46 80.38
avg. STL eql. 81.14 82.83 85.88 77.54 85.31 46.75 94.27 90.08 94.65 99.32 91.77 | 84.27 79.72
MTL eql. 81.89 83.99 87.19 77.82 86.43 74.03 95.87 89.63 95.14 99.38 92.78 | 85.12 81.27
last STL eql. 80.98 82.70 86.57 76.90 84.31 4416 94.84 89.19 9472 99.26 91.74 | 84.10 79.67
MTL eql. 81.55 83.86 87.08 77.34 85.55 68.40 95.40 88.52 94.91 99.32 92.81 | 84.92 80.81

counts 4136 2639 1782 1985 1147 120 2030 443 1509 1898 2158
first STL full 87.23 88.08 89.08 83.26 87.94 83.33 96.27 94.81 96.84 99.17 9558 | 89.61 86.64
MTL full 86.81 87.66 88.76 8235 87.74 84.44 96.21 93.00 96.80 99.21 95.15 | 89.21 86.20
MTL full+W | 87.05 88.44 88.93 83.27 88.46 85.83 96.37 93.45 96.97 99.17 9569 | 89.62 86.69
avg. STL eql. 87.61 88.62 90.18 82.54 88.06 84.44 96.68 94.06 96.80 99.10 95.86 | 89.86 86.98
MTL full 87.02 87.92 89.41 81.58 87.42 84.17 96.06 92.10 96.75 99.26 95.10 | 89.21 86.30
MTL full+W | 87.69 88.15 89.64 83.29 88.61 85.00 96.47 93.75 96.84 99.30 95.60 | 89.77 86.94
last STL full 87.10 88.33 89.88 82.87 88.75 8278 96.75 9451 96.75 99.19 9555 | 89.67 86.86
MTL full 86.88 87.50 88.96 81.48 87.79 83.61 96.32 92.85 96.62 99.17 95.06 | 89.09 86.17
MTL full+W | 87.43 88.52 90.07 82.94 88.17 85.83 96.95 93.83 96.71 99.14 9572 | 89.64 86.91

Table 4: Results on English, testing on EWT. STL: single task baseline, MTL: multi-task setup, eql.. EWT
equal in size to Tweebank, full: using the full EWT, full+W: using the full EWT and multi-task weights.

at the distributional overlap in subwords across
domains/treebanks of a language.

When looking at the big picture, we see the fol-
lowing trends (based on the results in Tables 3—-10):
Rather unsurprisingly, the smaller treebanks tend
to profit more from the MTL setting than the larger
ones. When the larger treebanks are reduced to an
equal size, they do profit more from MTL. However,
the opposite trend holds for the Turkish treebanks,
which indicates that that genre plays a role here.
Our hypothesis is that more general genres or a
mix of genres is a more useful addition for a very
genre specific treebank (such as Twitter or news).

When we look at the larger treebank in the full
setting, we see evidence of negative transfer, i.e., a
small decrease in LAS and UAS when going from
STL to non-weighted MTL, showing that the addi-
tion of more data (from a different domain) is not
helpful. The decrease is distributed across most
POS tags, which suggests that the negative trans-
fer is equally distributed across the larger treebank;
there is no single source of subword or annotation
sharing from the smaller treebank that drives the
performance loss. In the weighted MTL setting, the
results are only minimally worse than those in the
STL setting, or even minimally surpass the STL

setting. The only exception is Turkish, where even
the non-weighted MTL task outperforms the STL
setting (see Section 9 for a more detailed discus-
sion).

While the choice of these subword represen-
tations clearly has an impact on results and can
cause negative transfer, it is difficult to determine
factors for the preferences we observe. Overall
averaged and last subwords perform more robustly
across languages. However, the linguistically mo-
tivated hypothesis that morphologically richer lan-
guages, especially ones with a preference for suf-
fixes, would clearly prefer last tokens is not borne
out. Turkish would be expected to have a pro-
nounced preference for last tokens, which is not the
case, while German, being morphologically richer
than English, should have a stronger preference for
last or potentially averaged tokens, which is again
not observed.

Work by Church (2020); Klein and Tsarfaty
(2020); Hofmann et al. (2021) has all suggested
that infusing morphological and linguistic informa-
tion into subword representations used in PLMs can
further enhance their performance on tasks. While
it would not guarantee performance gains in MTL,
it would potentially better align the morphological



information shared across domains and languages
and is an area requiring additional investigation.

6. English Results

The results of the parsing experiments for English
when testing on Tweebank are shown in Table 3%;
the results for testing on EWT in Table 4.

When looking at the experiments on Tweebank
in Table 3, we see that the MTL setting improves
performance of the parser, especially in the equal
setting (where Tweebank and EWT are balanced
in size). Here, the main sources for improvement
are nouns, verbs, adjectives, and adverbs, but also
subordinating conjunctions, and auxiliaries. The
only exception is interjections (ITJ), which show the
opposite trend (LA in STL: 71.71 vs. LAin MTL eql.:
66.97). Using the full training set when evaluating
on Tweebank plus all experiments evaluating on
EWT show the same trend, but the differences in
performance are less pronounced. For EWT, there
are only two POS tags showing a major difference,
for interjections in both the equal and full setting,
and for subordinating conjunctions (SCONJ) in the
full setting. Since Tweebank has more interjec-
tions than EWT, the multi-task setting allows the
EWT task to improve. Interestingly, using the full
EWT treebank (lowest LA: 83.33) is more effec-
tive than adding the Tweebank task (highest LA:
74.03) for this POS tag. For subordinating con-
junctions, adding the Tweebank task decreases
performance on EWT. We assume that this may be
the case because conjunctions in Tweebank show
more spelling variation (e.g., ‘cuz’, ‘cos’) than those
in EWT.

Next, we look at the difference between the dif-
ferent subword tokens used in the experiments.
Overall, we see that this setting influences the re-
sults. Using the first subword token to represent
a word does not work as well as using either the
average or the last one. When evaluating on Twee-
bank, using the average tokens in an MTL setting
results in the highest LAS and UAS. The same is
true for evaluating on EWT, but the differences are
considerably smaller. In terms of LA, for most POS
tags, average tokens work best, the exceptions are
verbs and auxiliaries (AUX; in the equal setting),
which prefer the last tokens, and subordinating con-
junctions, which prefer the first token (in the equal
setting).

For EWT, the only major differences are for in-
terjections in both settings (they prefer averaged
tokens in the equal setting and either first or last
tokens in the full setting), and subordinating con-
junctions in the full setting, where they prefer first to-
kens. Note that the highest LAS on EWT is reached

4For all results tables, we report LAS and UAS, plus
LA per POS tag).

by the single task full setting (86.98), showing that
EWT cannot profit from having Tweebank added
as a second task.

7. German Results

The results for the German experiments when eval-
uating on tweeDe are shown in Table 5, the results
on GSD in Table 6.

When we look at the results on tweeDe, we again
see that the single task setting often results in
low performance. Exceptions are proper nouns
(PROPN), where we find the lowest score in the
weighted MTL full setting (89.30 LA) when using
the last subword token, and the overall best score
(98.17) in the same setting but using the first to-
ken. In the equal setting, using the first token in the
single task gives the best results (97.55 LA).

Overall, the major gains on tweeDe between STL
and MTL settings involve nouns, verbs, adjectives
(ADJ), adverbs (ADV)), and pronouns. The results
in the full setting still show more sizable differences
in comparison to English. This may be due to the
smaller size of tweeDe as compared to Tweebank
(see Table 1).

In contrast to English, the evaluation on GSD
also shows considerable differences in the equal
setting, for nouns, verbs, adjectives, proper nouns,
auxiliaries, and pronouns (PRON). In the full setting,
only proper nouns show such a difference (for an
explanation see below). Similar to English EWT,
the highest LAS on GSD is reached by the single
task full setting (83.45), showing that GSD also
cannot profit from having tweeDe added.

We also look at the comparison of using different
subword tokens. German mostly prefers average
or last tokens. In the equal setting and in terms of
LAS, both tweeDe and GSD prefer the last tokens
(77.65 and 78.40) while in the full setting, average
tokens perform better (81.84 and 83.45). The same
pattern is found for the LA of different POS tags.
One noticeable exception is found in proper nouns
in tweeDe, which have a clear preference for the
first token. This can be explained by the '@’ at the
beginning of proper nouns (e.g., @Peter). When
the first token is used on such a word, it results
in ‘@', which is then a strong indicator for a noun
reading. The average also includes this token, but
when we use the last token, '@’ is not included,
resulting in the loss of this correlation.

8. Italian Results

The results for Italian when evaluating on Twittird
are shown in Table 7, the results on ISDT in Table 8.

The results on Twittiro show a similar trend with
regard to the STL and MTL settings with MTL set-
tings outperforming STL. The LAS increases from



tweeDe NOUN VERB ADJ PROPN ADV ADP AUX DET PRON UAS LAS
subw. counts 213 139 82 109 133 94 76 122 137

first STL 69.33 68.59 71.14 97.55 83.71 90.43 88.60 90.16 79.32 | 82.45 74.45

MTL eql. 71.67 71.22 73.98 95.41 87.47 90.78 90.79 90.71 81.51 | 83.10 76.02

avg. STL 69.48 68.11 69.11 95.11 86.97 91.84 8947 92.62 7859 | 82.03 74.87

MTL eql. 75.27 7122 76.83 96.33 86.97 90.78 91.23 9235 80.54 | 8452 77.47

last STL 70.58 66.91 70.33 90.52 87.47 91.13 9298 89.62 77.62 | 82.05 74.10

MTL eql. 75.74 73.14 73.98 91.74 8747 9149 9211 90.98 81.02 | 85.06 77.65

first MTL full 77.31 7458 79.27 98.17 8822 9255 9518 93.17 80.78 | 87.50 80.83

MTL full+W | 79.03 78.66 80.89 98.17 87.47 9255 9430 9235 81.75| 87.61 81.33

avg. MTL full 78.09 75.78 80.08 98.17 88.47 93.62 95.18 92.08 81.02 | 87.24 80.70

MTL full+W | 81.22 77.70 82.52 96.33 88.22 9149 9474 93.44 8248 | 87.96 81.84

last MTL full 77.00 73.62 81.30 93.27 86.72 93.62 9298 90.98 8224 | 86.47 79.57

MTL full+W | 79.50 77.70 86.59 89.30 87.72 9220 9342 92.08 8224 | 87.52 80.93

Table 5: Results on German, testing on tweeDe. STL: single task baseline, MTL eql.: multi-task with
equal size GSD, MTL full: MTL with full GSD, MTL full+W: MTL with full GSD and weights.

GSD NOUN VERB ADJ PROPN ADV ADP AUX DET PRON | UAS LAS

subw. counts 361 193 125 29 272 168 124 231 191
first STL eql. 77.38 69.26 85.07 62.33 89.22 97.22 90.59 98.70 84.47 | 82.25 77.08
MTL eql. 75.66 70.64 85.87 64.37 90.32 9742 93.28 9942 86.04 | 83.20 77.95
avg. STL eql. 76.45 68.05 85.07 70.11 90.32 9742 9194 9899 8290 | 8250 77.19
MTL eql. 78.39 69.43 85.87 58.62 89.95 97.02 93.28 99.57 86.21 | 82.70 77.85
last STL eql. 76.82 67.01 87.20 67.82 89.22 9742 93.55 98.70 83.25 | 81.60 76.53
MTL eql. 78.58 70.29 88.27 67.82 89.58 97.22 9247 9957 87.61 | 83.29 78.40

counts 3110 1331 1020 1025 1283 1064 686 2016 915
first STL full 84.61 86.00 90.62 7743 89.95 97.63 93.44 09266 84.95 | 87.75 82.95
MTL full 83.14 84.72 89.61 7519 89.22 9751 93.15 92.63 85.61 | 86.84 81.73
MTL full+W | 84.58 85.88 90.42 77.37 89.82 97.67 93.78 9254 8525 | 87.74 82.92
avg. STL full 85.38 85.65 90.78 78.18 90.34 97.65 94.27 9274 85.25 | 88.08 83.45
MTL full 83.57 84.87 90.13 76.36 90.39 97.49 93.10 92.64 85.65 | 87.17 82.25
MTL full+W | 85.11 85.67 90.95 78.08 90.54 97.73 93.93 9271 85.14 | 87.89 83.29
last STL full 85.29 85.65 90.75 78.57 90.23 97.46 9349 09276 84.92 | 87.93 83.30
MTL full 83.71 84.22 89.84 76.62 89.97 9759 93.83 92.64 8597 | 86.99 82.20
MTL full+W | 85.28 85.62 90.82 78.11 90.31 97.65 93.54 9279 85.68 | 87.70 83.20

Table 6: Results on German, testing on GSD. STL: single task baseline, MTL: multi-task setup, eql.: GSD
equal in size to tweeDe, full: using the full GSD, full+W: using the full GSD and multi-task weights.

73.90 to 77.34 in the equal setting and to 78.76
for the weighted full setting. We also see similar
trends in that nouns, verbs, adjectives, adverbs,
and pronouns are the main source of increase.
The exception for Italian are coordinating conjunc-
tions, which reach the lowest results in the MTL
equal setting (84.31) and the highest results in
the STL setting (89.71). While both treebanks in-
clude different dependency relations for CCONJ;
‘cc’ or ‘discourse’ are the majority of cases in Twit-
tiro, whereas CCONJ does not have a ’'discourse’
reading in ISDT. This introduces a possible source
of negative information. We also see sizable im-
provements for verbs, adjectives, proper nouns,
and pronouns in the full setting, similar to the Ger-
man treebanks. Again, a possible explanation can
be found in the relative sizes of ISDT and the con-
siderably smaller Twittird.

ISDT also shows major improvements in the
equal setting, mostly for nouns, verbs, adjectives,
auxiliaries, and pronouns. In the full setting, the
only major improvement is for pronouns.

In the comparison of subword tokens, there are
differences between the equal and the full setting.
Overall, Italian disprefers first tokens, but in the
equal setting, averaged subwords work best for
Twittird. For ISDT, there is no difference between
average and last tokens. In the full settings, last
tokens work somewhat better. However, when we
use weighting, the differences are small. We also
note that individual POS tags prefer different rep-
resentations. Nouns, for example, prefer averages
for Twittird in the equal setting and for ISDT in the
full setting, but last tokens in the other two settings.

9. Turkish Results

The results for Turkish when evaluating on BOUN
are shown in Table 9, the results on the Turkish
Penn Treebank in Table 10.

The results show that for the two Turkish tree-
banks, there are considerably fewer differences
between the individual settings. The only major
differences in BOUN occur for proper nouns in



Twittiro NOUN VERB ADJ PROPN ADV ADP CCONJ AUX DET PRON | UAS LAS
subw. counts 428 271 144 203 139 311 68 109 334 145

first STL 71.34 70.11 75.69 81.94 84.41 94.96 86.76 91.74 97.50 69.43 | 80.80 73.90

MTL eql. 7469 7294 80.32 82.43 83.93 96.89 86.27 93.58 97.90 71.72 | 83.05 76.56

avg. STL 7274 7232 79.17 84.07 84.41 96.25 89.71 9113 97.70 69.43 | 82.15 75.35

MTL eql. 75.39 74.78 83.33 82.59 85.13 97.21 85.78 92.66 98.00 71.26 | 84.08 77.34

last STL 7259 7122 78.94 82.10 82.73 97.00 85.78 92.05 97.41 68.97 | 81.50 74.49

MTL eql. 7469 74.05 82.41 81.61 85.37 97.96 84.31 93.88 98.20 69.89 | 83.06 76.22

first MTL full 75.55 76.14 81.94 83.91 85.37 97.00 84.80 95.72 97.90 74.48 | 84.16 78.10

MTL full+W | 75.78 77.98 83.10 82.76 86.09 97.32 84.80 96.33 98.40 73.10 | 85.18 78.63

avg. MTL full 76.09 76.26 84.49 85.22 86.33 97.00 85.78 95.41 97.90 72.64 | 84.59 78.42

MTL full+W | 75.93 76.38 85.19 83.42 8585 97.21 86.27 97.25 98.20 73.33 | 85.24 78.76

last MTL full 7438 75.15 84.03 85.39 84.17 97.32 86.27 95.11 97.80 75.63 | 84.21 77.73

MTL full+W | 76.40 77.98 82.18 84.07 85.37 98.29 85.78 95.72 98.20 73.79 | 85.07 78.64

Table 7: Results on Italian, testing on Twittird. STL: single task baseline, MTL eql.: multi-task with equal
size ISDT, MTL full: MTL with full ISDT, MTL full+W: MTL with full ISDT and weights.

ISDT NOUN VERB ADJ PROPN ADV ADP CCONJ AUX DET PRON UAS LAS

subw. counts 609 282 193 147 153 481 95 126 491 133
first STL eql. 79.97 75.77 79.97 84.58 87.80 98.34 100 92.06 99.46 74.69 | 85.77 81.10
MTL eql. 81.88 79.67 82.56 85.26 89.32 97.92 100 95.77 99.32 77.19 | 87.55 83.50
avg. STL eql. 80.73 76.12 81.00 83.67 88.67 98.13 100 100 94.97 72.68 | 86.13 81.86
MTL eql. 82.92 79.79 8273 83.67 88.89 98.27 100 9550 99.32 76.44 | 87.46 83.51
last STL eql. 81.94 78.01 83.42 83.90 88.24 98.20 100 92.33 99.12 70.68 | 86.14 81.75
MTL eql. 83.14 78.49 85.32 82.77 89.76 97.99 100 93.65 99.39 77.44 | 87.39 83.51

counts 2070 863 680 505 401 1643 263 405 1712 411
first STL full 90.58 90.73 90.74 89.31 93.35 99.09 100 98.11 99.75 87.59 | 93.13 90.94
MTL full 89.65 89.22 89.80 87.82 93.27 99.09 99.87 97.53 99.69 84.18 | 92.29 89.80
MTL full+W | 90.72 91.35 90.44 89.31 93.68 99.15 100 100 97.78 86.62 | 93.07 90.96
avg. STL full 91.32 9158 91.72 89.50 95.10 99.11 100 98.52 99.65 87.51 | 93.38 91.39
MTL full 90.16 90.38 91.27 88.51 94.60 99.07 100 98.19 99.67 85.81 | 92.60 90.33
ITL full+W 91.21 92.04 92.21 89.70 9493 99.11 100 98.77 99.67 86.35 | 93.53 91.56
last STL full 90.92 91.23 92.06 89.17 94.76 99.11 100 97.61 99.67 87.75 | 93.40 91.30
iMTL full 89.66 89.80 90.74 88.25 94.18 99.01 99.87 97.78 99.67 85.56 | 92.35 90.02
MTL full+W | 91.06 91.35 91.62 89.87 95.10 99.15 100 100 98.02 87.19 | 93.31 91.29

Table 8: Results on Italian, testing on ISDT. STL: single task baseline, MTL: multi-task setup, eql.: ISDT
equal in size to Twittird, full: using the full ISDT, full+W: using the full ISDT and multi-task weights.

the equal setting, they increase from 74.94 LA to
79.52. Surprisingly, we see more major differences
in the Penn Treebank, even in the full setting, proper
nouns and pronouns profit from the MTL setting.
This may be due to the mix of genres in BOUN,
which provides more varied input for training.

Since the Turkish experiments show smaller dif-
ferences than the other languages, it is more diffi-
cult to identify a preference for a specific subword
representation. When looking at the LAS, BOUN
prefers last tokens in the equal setting while Penn
prefers first tokens. In the full setting, both tree-
banks prefer averaged tokens.

10. Distributional Overlap

We now have a closer look at the overlap of sub-
word tokens between treebanks (i.e., we calculate
the percentage of subwords in the training data of
one treebank that also occur in the training data of
the other treebank). We assume that differences
in the overlap may be one of the reasons why the
large treebanks suffer from negative transfer in the
full MTL setting without weighting.

Figure 1 presents the overlap of subwords for the
training sets for the individual languages. When
examining German in the equal setting, we can see
that the percentages shared between the treebanks
is relatively equal (between 65% and 76%). This
may explain why in the equal MTL settings, both
treebanks benefit, as both treebanks have room
for improvement in terms of unknown words, while
neither have a dominant influence on the shared vo-
cabulary, allowing for better mutual sharing. When
we look at the overlap for the full GSD treebank, a
considerably larger percentage of tweeDe is cov-
ered, which, while not unexpected given the size
differences, is still surprising because of the differ-
ence in genres between the two treebanks. How-
ever, this also reveals that in over 90% of cases,
tweeDe has an impact on tokens that are also in
GSD. This may explain why the MTL setting without
weights results in performance degradation for the
GSD treebank, as tweeDe is able to have too much
influence on the shared tokens given its relative
size. English and Italian show similar trends. As
noted by Dakota et al. (2021), reducing the weight of
the smaller treebanks seems to minimize degrada-



BOUN NOUN VERB ADJ PROPN ADV ADP CCONJ AUX DET PRON UAS LAS

subw. counts 3952 2199 681 677 479 264 337 240 546 321
first STL 75.38 78.84 78.90 74.94 82.88 82.07 85.36 79.58 94.63 81.10 | 79.48 71.94
MTI eql. 75.95 78.78 79.54 77.20 8191 83.21 85.26 80.14 9457 80.27 | 79.71 72.28
avg. STL 76.21  79.37 79.39 77.30 83.23 83.46 85.56 79.86 94.38 81.31 | 79.89 72.65
MTL eql. 76.69 79.31 79.74 78.34 83.09 83.71 85.36 80.28 94.20 80.89 | 80.00 72.89
last STL 75.84 79.57 79.20 79.37 82.60 83.59 87.14 80.00 94.44 8235 | 79.86 72.62
MTL eql. 76.60 79.41 80.76 79.52 83.44 83.46 85.76 80.42 94.57 81.83 | 80.08 72.96
first MTL full 76.00 78.94 79.69 77.89 8225 83.59 85.56 80.83 94.44 80.27 | 80.07 72.68
MTL full+W | 76.27 78.66 79.54 77.35 82.67 83.21 85.46 80.14 94.69 80.27 | 79.87 72.54
avg. MTL full 76.54 79.61 80.32 79.57 83.16 83.71 85.06 80.83 94.32 80.27 | 80.32 73.22
MTL full+W | 76.69 79.72 80.27 79.47 83.37 83.21 85.86 81.11 9444 80.58 | 80.36 73.24
last MTL full 76.64 79.87 80.37 79.42 83.02 83.71 85.66 80.69 94.51 81.83 | 80.13 73.09
MTL full+W | 76.61 79.90 81.06 79.37 82.46 83.08 85.36 80.56 94.63 80.37 | 80.29 73.16

Table 9: Results on Turkish, testing on BOUN. STL: single task baseline, MTL eql.: multi-task with equal
size Penn, MTL full: MTL with full Penn, MTL full+W: MTL with full Penn and weights.

Penn NOUN VERB ADJ PROPN ADV ADP CCONJ AUX DET PRON UAS LAS

subw. counts 3463 819 1073 997 587 206 296 37 407 146
first STL eql. 68.89 91.94 68.81 72.38 70.58 69.74 75.23 73.87 90.83 75.57 | 83.18 69.29
MTL eql 70.22 92.39 70.02 7456 72.35 67.31 75.45 73.87 9214 77.85 | 84.59 70.84
avg. STL eql. 69.97 92.31 69.59 7422 7217 68.93 74.77 7477 90.75 75.11 | 83.56 69.62
MTL eql. 7011 9247 69.77 76.53 71.21 67.31 75.23 75.68 91.56 78.31 | 84.64 70.74
last STL eql. 69.16 92.10 69.77 7195 71.78 68.45 75.00 74.77 90.58 76.03 | 83.10 69.18
MTL eql. 70.05 92.27 69.06 7436 73.25 68.12 74.44 73.87 9222 78.08 | 84.25 70.34
first STL full 7149 9247 70.43 7442 72.86 71.20 75.00 75.68 90.75 74.20 | 85.30 71.49
MTL full 7193 9259 7043 76.30 73.31 70.06 75.45 75.68 91.07 76.71 | 85.80 72.24
MTL full+W | 72.04 92.71 71.08 76.23 73.37 70.55 7421 7568 9140 7740 | 8596 72.40
avg. STL full 71.68 92.63 70.86 76.20 73.083 70.55 73.87 75.68 90.91 73.06 | 85.64 71.83
MTL full 72.04 92.88 70.77 77.47 73.08 71.36 7432 75.68 90.66 77.17 | 86.05 72.38
MTL full+W | 72.12 92.84 71.05 7750 73.59 71.04 7455 75.68 91.07 76.94 | 86.02 72.51
last STL full 71.38 92,51 71.02 76.33 72.69 69.26 75.56 75.68 90.25 75.34 | 85.38 71.66
MTL full 71.70 93.04 71.23 76.93 73.14 71.20 73.99 75.68 91.07 77.17 | 85.76 72.12
MTL full+W | 72.06 92.76 70.52 76.23 73.59 71.36 7410 75.68 90.99 77.85 | 85.59 71.96

Table 10: Results on Turkish, testing on Penn.

STL: single task baseline, MTL: multi-task setup, eql.:

Penn equal in size to BOUN, full: using the full Penn, full+W: using the full Penn and multi-task weights.

tion in performance in the larger treebanks, which
can be interpreted as reducing the impact on the
proportionally high number of shared tweeDe to-
kens on optimization.

When we compare the other languages to Turk-
ish, we see in that for Turkish in the full setting,
the overlap for both is around 90%. Thus, while
BOUN is smaller, it does not control a dispropor-
tionate number of tokens that also impact Penn,
and we see that Penn ultimately benefits in a non-
weighted MTL setup as well. Therefore, while the
discrepancy in treebank size certainly plays a role,
the distributional subword overlap appears to be a
more important factor in influencing directions of
positive and negative transfer.

11. Conclusion and Future Work

We conducted a set of experiments to better under-
stand possible sources of transfer in MTL parsing
of treebanks of different domains. Experiments
showed trends, such as a preference for either us-
ing the average over all subwords or the last sub-
word. But there are also influences that can be
partially attributed to annotation decisions, which

may result in mixed signals if they are in conflict
(Sayyed and Dakota, 2021). Importantly, while rel-
ative treebank size is still important, results indi-
cate that the degree of overlap of subwords can
serve as a better indicator of the degree to which
each task in MTL influences the other, and thus
which treebank may more strongly drive positive or
negative transfer. This aligns with work indicating
the important role of subwords in transfer learning
paradigms (Wu and Dredze, 2019; Blaschke et al.,
2023). For future work, we will examine the interac-
tion of cross-lingual behavior with multiple domains
and restrictions on information sharing.

Limitations

The major limitation of this work is the limited avail-
ability of treebanks in different genres. Ideally, the
comparison should have included more typologi-
cally diverse languages. However, we are already
stretching the boundaries by including Turkish, for
which no UD Twitter Treebank exists.

Another limitation results from differences in an-
notations. For example, Twittird contains a high
number of words annotated as SYM on the POS



English

Tweebank EWT

80.37 81.17 77.42 77.30

96.47 93.75 82.68 83.12 82.00

German
tweeDe GSD

73.06 65.57 75.75 75.55 12503 76.96

95.63 95.07 64.24 61.08 67.73

Italian

Twittird ISDT

71.28 67.16 77.41 78.80 78.74 81.65

90.61 92.06 94.81 76.00 76.36 78.55

Turkish

BOUN Penn

78.46 82.21 90.36 91.12

86.85 89.49 88.33 90.00 90.77

Figure 1: Percentage of token overlap for English (Tweebank train and EWT train), German (tweeDe train
and GSD train), and Italian (Twittird train and ISDT train), and Turkish (BOUN train and Penn train): equal
(top) full (bottom) setting; for first subword (left), average subwords (middle), and last subword (right).

level while there are no SYM POS tags in the ISDT
subset of equal size. This is due to the decision
in Twittird to annotate Twitter handles and hash-
tags as SYM rather than as nouns, verbs, or X,
as in Tweebank and tweeDe. Such differences in
annotation can have a significant influence on the
usefulness of MTL.

We also acknowledge that different language
models can possess different tokenizers and would
further contribute to the complexity of the problem
since they may represent the same text very differ-
ently, but view this as necessary future work.
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