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Abstract
Large Language Models (LLMs) have emerged as one of the most important breakthroughs in NLP for their
impressive skills in language generation and other language-specific tasks. Though LLMs have been evaluated in
various tasks, mostly in English, they have not yet undergone thorough evaluation in under-resourced languages
such as Bengali (Bangla). To this end, this paper introduces BenLLM-Eval, which consists of a comprehensive
evaluation of LLMs to benchmark their performance in the Bengali language that has modest resources. In this
regard, we select various important and diverse Bengali NLP tasks, such as text summarization, question answering,
paraphrasing, natural language inference, transliteration, text classification, and sentiment analysis for zero-shot
evaluation of popular LLMs, namely, GPT-3.5, LLaMA-2-13b-chat, and Claude-2. Our experimental results
demonstrate that while in some Bengali NLP tasks, zero-shot LLMs could achieve performance on par, or even
better than current SOTA fine-tuned models; in most tasks, their performance is quite poor (with the performance of
open-source LLMs like LLaMA-2-13b-chat being significantly bad) in comparison to the current SOTA results. There-
fore, it calls for further efforts to develop a better understanding of LLMs in modest-resourced languages like Bengali.
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1. Introduction

Since the advent of pre-trained language mod-
els (Devlin et al., 2019; Liu et al., 2019; Rogers
et al., 2020), NLP has witnessed revolutionary ad-
vancements over the years. These pre-trained lan-
guage models have produced SOTA results on a
variety of NLP tasks with little task-specific fine-
tuning. This leads to the development of vari-
ous pre-trained language models specialized in
the Bengali language, such as BanglaBERT (Bhat-
tacharjee et al.,, 2022), BanglaT5 (Bhattachar-
jee et al., 2023), and etc. These models have
demonstrated exciting progress in many down-
stream Bengali NLP tasks (Ekram et al., 2022;
Akash et al., 2023). However, one major concern
for these pre-trained models is that they require
fine-tuning using domain-specific large annotated
datasets, which is challenging for Bengali due to
its under-representation in the NLP domain (Joshi
et al., 2020; Chakraborty et al., 2021; Chowdhury
et al., 2021) despite being the sixth most spoken
language in the world with over 300 million native
speakers (Wikipedia, 2023a).

Recent developments in large language mod-
els (LLMs) (Brown et al., 2020; Shoeybi et al.,
2019; Rae et al., 2022; Zhang et al., 2022) have
transformed the landscape in NLP. These LLMs,

*These authors contributed equally to this work.
TCorresponding Authors.

with parameter sizes exceeding a hundred bil-
lion, leverage the in-context learning capability to
achieve impressive performance in few-shot and
zero-shot learning scenarios without the need for
task-specific fine-tuning. This capability makes it
possible to reduce the need for the annotation of
huge datasets, allowing the model to perform well
on tasks that it was not trained on.

Despite the impressive capabilities of LLMs,
they may still frequently generate untruthful facts
that diverge from the original input (Ouyang et al.,
2022). To address this issue, the Reinforcement
Learning from Human Feedback (RLHF) mecha-
nism has been utilized to help LLMs generate hon-
est and harmless responses. ChatGPT and other
recently proposed LLMs like PaLM-2, Claude-2,
LLaMA-2-chat (Touvron et al., 2023; Anil et al.,
2023; Jahan et al., 2024) are trained via leverag-
ing this RLHF technique to mitigate various limita-
tions of the previous generation LLMs and gained
widespread popularity. While these LLMs are
trained in multiple languages, English possesses
the majority of the training data. Though ChatGPT
like LLMs has demonstrated strong zero-shot per-
formance in various NLP tasks in English (Laskar
et al.,, 2023a,b) and some other languages (Lai
et al.,, 2023) and domains (Jahan et al., 2023,
2024; Fu et al., 2024), these LLMs are yet to
be investigated in the widely spoken, yet modest-
resourced, Bengali language domain.
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In this regard, we aim to assess the efficacy
of LLMs in prevalent downstream NLP tasks spe-
cific to the Bengali language, a domain that has
not been thoroughly examined compared to the
numerous LLM evaluations conducted for English
and other Indo-European languages. Due to the
lack of task-specific annotated datasets in Bengali,
we conducted a zero-shot evaluation with LLMs
to investigate if LLMs could be utilized to address
the scarcity of large annotated datasets in Ben-
gali. Thus, the findings from this paper would
give insights into the capabilities and limitations of
LLMs in Bengali, which may pave the way to im-
plement LLMs in real-world applications like Ben-
gali Chatbots. To this end, we present BenLLM-
Eval - a comprehensive benchmark that evalu-
ates the zero-shot performance of various LLMs
on diverse NLP tasks in the Bengali language, in-
cluding text summarization, question answering,
paraphrasing, natural language inference, translit-
eration, text classification, and sentiment analy-
sis. The evaluation incorporates carefully crafted
prompts to ensure rigorous assessment of the fol-
lowing three popular LLMs: GPT-3.5, LLaMA-2-
13b-chat, and Claude-2, and compare them with
SOTA fine-tuned models. To the best of our knowl-
edge, this is the first work that evaluates LLMs in
the Bengali language. Our experimental results in
this paper are summarized as follows:

» Despite some exceptional cases, the zero-
shot performance of LLMs is generally infe-
rior compared to the SOTA fine-tuned models
across the majority of the tasks in our evalu-
ation. Given the substantial performance dis-
parities observed, it is reasonable to deduce
that LLMs, in their current form, are not suit-
able for serving as a comprehensive solution
for modest-resourced tasks in Bengali'.

» Considering LLMs remarkable performance
in zero-shot scenarios within the English lan-
guage and its subpar performance in modest-
resource languages like Bengali, this paper
emphasizes the significance of investigating
the limitations of LLMs tailored to diverse
modest-resource language groups.

2. Methodology

The objective of our study is to assess the efficacy
of LLMs in the context of NLP tasks specific to the
Bengali language. We cover 7 diverse and impor-
tant Bengali NLP tasks: (i) Text Summarization, (ii)
Question Answering (QA), (iii) Paraphrasing, (iv)

'We share the LLM-generated responses,
prompts, and parsing scripts for all seven tasks
here: https://github.com/saidul-islam98/BenLLMeval

Natural Language Inference (NLI), (v) Translitera-
tion, (vi) Text Classification, and (vii) Sentiment
Analysis over 8 benchmark datasets. For this pur-
pose, we evaluate ChatGPT (GPT-3.5%), Claude-
23, and LLaMA-2-13b-Chat (Touvron et al., 2023)
models. Similar to the prior work on LLM evalua-
tion (Laskar et al., 2023a; Jahan et al., 2023), we
also focus on designing a zero-shot learning set-
ting to benchmark the performance of the LLMs.

We prepare a task instruction 7" for a given test
sample X and concatenate the text in the test sam-
ple with the task instruction to construct the prompt
P. The prompt P is then passed as input to the
LLMs, which generates the response R. A com-
prehensive description of the tasks, datasets, and
prompts devised for evaluating each specific task
is presented below and also summarized in Table
1. Next, we briefly discuss each task.

Text Summarization: Summarization is the
process of automatically generating a concise and
coherent summary of a longer text document (Nay-
eem and Chali, 2017a,b; Laskar et al., 2022), pre-
serving the most important information while re-
ducing the length (Nayeem et al., 2018). In this pa-
per, we evaluate the XL-Sum dataset (Hasan et al.,
2021) that consists of 1 million manually annotated
data samples from 44 languages. We only took the
Bengali samples for evaluation.

Question Answering: For the question-
answering task, we evaluate the performance of
LLMs on the SQUAD_Bangla dataset (Bhattachar-
jee et al.,, 2022). This dataset was constituted
using two benchmark English datasets: SQuAD
2.0 (Williams et al., 2018) and TyDi QA (Clark
et al.,, 2020). The objective of this task is to
determine whether the answer to a given question
@ can be inferred from the reference context C.
We provide the reference context along with the
question and ask LLMs whether they can infer the
answer to the question from the given reference.

Paraphrasing: The paraphrasing task aims to
generate a paraphrase of the input text. To evalu-
ate this task, we choose the Bengali samples from
the IndicParaphrase dataset (Kumar et al., 2022),
which is the largest Indic paraphrasing dataset
across 11 Indic languages (Wikipedia, 2023b).

Natural Language Inference: Natural Lan-
guage Inference (NLI) aims to predict the en-
tailment/contradiction relations between two input
sentences: a premise and a hypothesis. To eval-
uate LLMs for Bengali NLI, we utilize the BNLI
dataset (Bhattacharjee et al., 2022) (curated from
the benchmark XNLI dataset (Conneau et al.,
2018)) that provides annotated data with three cat-
egories: Entailment, Contradiction, and Neutral.

Transliteration: Transliteration is the process

2https://platform.openai.com/docs/models/gpt-3-5
3https://www.anthropic.com/index/claude-2
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Dataset Type

Data Split (Train / Valid / Test)

Prompt

XL-Sum (Hasan et al., 2021) Text Summarization 8102/1012/1012

Please provide an one-sentence summary of the following Bangla text input. The input will
be a long Bangla paragraph, the output should be a short Bangla paragraph summarizing
only the vital information of the input text in one sentence. Please make sure that the output
contains the most essential statistical data. Note: Please do not provide anything other than
the summarized Bangla output.

[INPUT: ]

SQuAD_Bangla 118k / 2.5k / 2.5k

etal., 2022)

(Bhattacharjee Question-Answering

Please provide an answer to the input Bangla question based on the given Bangla context.
The input will contain a Bangla question followed by a context. The output should be the
answer in Bangla based on the context. Note: Please do not provide anything other than
the Bangla answer to the question.

[CONTEXT: ]

[QUESTION: ]

IndicParaphrase (Kumar et al., 890k / 10k / 10k

2022)

Paraphrasing

Please provide paraphrasing of the following input Bangla text. The input will be a complex
Bangla sentence, the output should be a paraphrased Bangla sentence maintaining the
original information of the input text unchanged. Note: Please do not provide anything except
the paraphrased Bangla output.

[INPUT: ]

BNLI (Bhattacharjee et al., 2022) Natural Language 381k / 2.42k / 4.9k

Inference (NLI)

Please determine the logical relationship between the given hypothesis and premise. The
input will consist of two sentences written in the Bangla language. The first sentence rep-
resents the premise, while the second sentence represents the hypothesis. Your task is to
determine whether the hypothesis is false (contradiction), true (entailment), or inconclusive
(neutral) given the premise. Please output a number indicating the logical relationship be-
tween them: 0 for false (contradiction), 1 for true (entailment), and 2 for inconclusive (neutral)
for neutrality. Note: Please avoid providing any additional information beyond the logical re-
lationship.

[PREMISE: ]

[HYPOTHESIS: ]

Transliteration -/-19.2k

(single-word: lexicon)

Dakshina (Roark et al., 2020)

Task Description: Please provide the transliteration in native Bengali script for the input word.
The input will be a word written in Latin script and the output should be the transliterated Ben-
gali word of the given input. Please note that you are not asked to provide translation of the
input word, only provide the Bengali transliteration for the given input.

Note: Your response should include only the transliterated word in the native Bengali lan-
guage. Please do not add any explanation with the output.

[INPUT: ]

Transliteration 25k / 5k / 5k

(full sentence)

Dakshina (Roark et al., 2020)

Task Description: Please provide the transliteration in native Bengali script for the input
sentence. The input will be a sentence written in Latin script and the output should be the
transliterated Bengali sentence of the given input. Please do not provide the translation of
the input sentence, only provide the Bengali transliteration for the given input.

Note: Your response should include only the transliterated sentence in the native Bengali
language. Please do not add any explanation with the output.

[INPUT: ]

Soham News Article Classification Text Classification 11284 /1411 /1411

(Kakwani et al., 2020)

For the Bengali news article given in the input, identify the appropriate section title for the ar-
ticle from the following classes: kolkata, state, sports, national, entertainment, international.
Note: Do not output any unnecessary words other than just the section title. The response
should be in English language and should be one word.

[INPUT: ]

IndicSentiment (Doddapanenietal., -/156 /1000

2022)

Sentiment Analysis

For the given Input, is the sentiment in the input positive or negative? Note: Please do not
output anything other than the sentiment. Exclude any word like, Sentiment in the response.
[INPUT: ]

SentNoB (Islam et al., 2021) Sentiment Analysis 12575/ 1567 / 1586

For the given Input, is the sentiment in the input positive or negative or neutral? Note: Please
do not output anything other than the sentiment. Exclude any word like, Sentiment in the
response.
[INPUT: ]

Table 1: Datasets Details with our Prompts for Various Tasks.

of converting texts from one script to another
based on phonetic similarity. We utilize the Dak-
shina dataset (Roark et al., 2020) to evaluate
transliteration errors. Errors can be (i) Substitu-
tions, (ii) Insertions, or (iii) Deletions. A substitu-
tion error occurs when the predicted transliteration
differs from the reference transliteration. An inser-
tion error happens when extra characters/words
are present in the predicted transliteration. A dele-
tion error occurs when characters/words are miss-
ing from the predicted transliteration. The error
rate is calculated as:
substitutions + deletions + insertions

error rate = * 100
total reference tokens

Two types of error rates are proposed for this
task in Dakshina dataset (Roark et al., 2020): the
Character-Error Rate (CER) treats each token as
an individual Unicode character, while the Word-
Error Rate (WER) treats each token as a substring
separated by whitespace. We report both CER
and WER for single-word transliteration, and WER
for full-sentence transliteration.

Text Classification: This task refers to the clas-
sification of the category for a given input text. To
evaluate the text classification capability of LLMs,
we use the Soham Bengali News Classification
dataset that is included in the IndicGLUE (Kakwani

et al., 2020) benchmark. This dataset contains six
news categories i.e., kolkata, state, national, inter-
national, sports, and entertainment.

Sentiment Analysis: We evaluate the Senti-
ment Analysis capability of the LLMs with two
datasets: SentNoB (Islam et al., 2021), and Indic-
Sentiment (Doddapaneni et al., 2022). The Sent-
NoB dataset comprises texts that are informally
written in Bengali, collected from public comments
on news and videos in social media covering a
wide range of domains like, politics, agriculture, ed-
ucation etc. The second dataset, IndicSentiment,
was manually curated for the IndicXTREME bench-
mark and contains product reviews of multiple cat-
egories. We only used the Bengali samples from
the dataset out of the 12 Indic languages.

3. Results and Discussion

We report the performance of LLMs for different
tasks and compare their performance with the cur-
rent SOTA fine-tuned models (see Table 2). Fur-
ther, we provide an in-depth error analysis for each
of the tasks in the Appendix A.

Text Summarization Evaluation: In the XL-
Sum dataset, we find that none of the LLMs could
outperform the current SOTA mT5 model. Among
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XL-Sum (TS) SQuAD_Bangla (QA) __IndicPara (PP) BNLI(NLI)  SNAC (TC) i (SA) SentNoB (SA)
Model R-1 R-2 R-L EM/F1 BLEU Acc. Acc. Acc. P R F1
GPT-3.5 20.19 5.81 15.58 44.85/78.67 2.81 52.71 48.47 90.20 57.70 5456 53.17
LLaMA-2-13b-chat 0.41 0.14  0.34 31.73/67.95 0.01 42.37 29.27 69.16 48.39 48.49 48.43
Claude-2 20.79 555 16.47 49.92/79.04 1.89 32.20 48.61 88.48 53.28 54.38 52.79
mT5 (Hasan et al., 2021) 28.32 1143 24.23 4.45 - - - - - -
BanglaBERT (Bhattacharjee et al., 2022) - - - 72.63/79.34 - 82.8
BanglishBERT (Bhattacharjee et al., 2022) 72.43/78.40 - 80.95
XLM-R (Large) (Bhattacharjee et al., 2022) 73.15/79.06 - 82.4 - -
XLM-R (Kakwani et al., 2020; Doddapaneni et al., 2022) - - - - - 87.60 85.8
IndicBART (Kumar et al., 2022) - - - 11.57 - -
IndicBERT (Kakwani et al., 2020; Doddapaneni et al., 2022) - - - - 78.45 89.3 - - -
mBERT (Kakwani et al., 2020; Doddapaneni et al., 2022) - - - - - 80.23 72.0 49.58 56.43 52.79
Bi-LSTM + Attn. (w/ FastText) (Islam et al., 2021) - - - - - - - 52.24 63.09 57.15
Bi-LSTM + Attn. (w/ Rand init) (Islam et al., 2021) - - - - - - - 56.16 64.97 60.25

Table 2: Performance Comparison between zero-shot LLMs & fine-tuned SOTA models on Text Summarization
(TS), Question Answering (QA), Paraphrasing (PP), Natural Language Inference (NLI), Text Classification (TC), and
Sentiment Analysis (SA). EM, Acc., P, R, and F1 denote Exact Match, Accuracy, Precision, Recall, and F1 score
respectively. Best results are boldfaced.

Task Pair 6-gram LSTM Transformer Noisy Channel GPT-3.5 LLaMA-2-13b Claude 2
CER(1) WER(l) CER(1) WER(1) CER(1) WER(l) WER (1) CER(1) WER(l) CER(l1) WER(1) CER(1) WER(l)

Lexicon 14.2 54.0 13.9 54.7 13.2 50.6 - 18.1 60.6 39.85 80.72 23.16 68.07

Sentence - 39.7 - 37.6 25.8 - 29.9 - 66.54 - 38.10

Table 3: Single-word and Full-sentence Transliteration results. Here, the baseline results are adopted from Roark

et al. (2020). Best results are boldfaced and lower () is better.

the LLMs, Claude-2 performs the best in terms
of ROUGE-1 and ROUGE-L, while GPT-3.5 per-
forms the best in terms of ROUGE-2. We also find
that GPT-3.5 tends to generate much longer sum-
maries (229 words on average) than the gold ref-
erence summaries (148 words on average), while
the length of the Claude-2 generated summaries
(137 words on average) is more consistent with
the gold reference summaries (148 words on av-
erage). Moreover, to find out why LLaMA-2-13b-
chat achieves very low ROUGE scores, we man-
ually reviewed the responses and found out that
it ended up generating all the summaries in En-
glish. By translating the summaries to Bengali us-
ing Google’s Translation APl (Google, 2020), the
R-1, 2, and L scores are increased to 4.69, 0.61,
and 3.61, respectively, for LLaMA-2-13b-chat.
Question Answering Evaluation: Since LLMs
frequently generate responses that may not be an
exact match of the gold label but are nonetheless
correct, our QA evaluation utilizes human interven-
tion to compute the F1 score. We find that Claude-
2 and GPT-3.5 achieve performance almost similar
to the current SOTA results in terms of F1. How-
ever, the performance of all LLMs is quite poor in
terms of Exact Match due to generating descriptive
responses, as well as paraphrases.
Paraphrasing Evaluation: For the paraphras-
ing task, we observe a very low BLEU score for
all LLMs, which is a phenomenon similar to what
happened with the EM metric for the QA task. Note
that the BLEU score also computes word-level sim-
ilarity, while such limitations of word-based similar-
ity metrics have also been noticed LLMs are eval-
uated in English datasets (Laskar et al., 2023a).
Natural Language Inference Evaluation: We
observe that while GPT-3.5 achieves the best re-
sults among all LLMs on the BNLI dataset, it is
still much lower in comparison to the current SOTA

BanglaBERT. Surprisingly, we find that Claude-2
is the worst performer in this task while being out-
performed by the much smaller LLaMA-2-13b-chat
model. To further investigate in which cases LLMs
perform poorly in the NLI task, we demonstrate
their predictions using the Confusion Matrix in Fig-
ure 1 of Appendix and find that LLaMA-2-13b-chat
was quite bad while predicting the Neutral types
and Claude-2 performed poorly while predicting
the Entailment types. In the case of GPT-3.5, it
performed poorer while predicting the Neutral type
class in comparison to the other types.

Transliteration Evaluation: From Table 3, we
find that GPT-3.5 achieves superior performance
over other LLMs in single-word transliteration.
While it fails to outperform the existing results, it
still achieves competitive performance compared
to the prior SOTA models. This is an interest-
ing observation given the intricate structure and
infrequent usage of lexicons in the test set. In
full-sentence transliteration, GPT-3.5 makes fewer
word errors and character errors (60.6% & 18.1%)
compared to other LLMs ((80.72% & 39.85%)
for Llama-2-13b-chat and (68.07% & 23.16%) for
Claude-2). However, the results are quite poor
compared to other SOTA models.

Text Classification Evaluation: LLMs per-
formed poorly on the Soham News Article classi-
fication dataset, with the best-performing LLM in
this dataset, the Claude-2 model achieving only
48.61% accuracy, followed by GPT-3.5 achiev-
ing 48.47% accuracy while the LLaMA-2-13b-chat
being the worst performer with an accuracy of
29.27%. On the contrary, the XLM-R model, which
is the SOTA for this task, obtained an accuracy of
87.60% in this dataset. While we achieved these
results by providing the class labels alongside our
prompts (see Table 1), if the class labels were
not mentioned, the accuracy dropped to 20.76%,
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18.36%, and 1.06% for Claude-2, GPT-3.5, and
LLaMA-2-13b-chat, respectively. This indicates
the importance of using descriptive prompts to im-
prove the zero-shot performance of LLMs.

Sentiment Analysis Evaluation: In the sen-
timent classification task, we observe that GPT-
3.5 performed exceptionally well on the IndicSen-
timent dataset (Doddapaneni et al., 2022), attain-
ing a new SOTA accuracy of 90.20% While we
also find that the Claude-2 model achieved impres-
sive performance (88.48% accuracy), the LLaMA-
2-13b-chat model performed much poorer. We
also find a similar trend for sentiment analysis
in the SentNoB (Islam et al., 2021) dataset. In
this dataset, to ensure a fair comparison with the
current SOTA, we use the precision, recall, and
F1 scores as evaluation metrics. While none
of the LLMs could outperform the current SOTA,
all of them (especially GPT-3.5 and Claude-2)
achieved performance comparable to the SOTA re-
sults. This is consistent with LLMs’ performance
for this task in English (Laskar et al., 2023a).

A detailed error analysis and sample outputs
for all tasks are presented in Appendix A.

4. Task Contamination Analysis

Task contamination analysis (Li and Flanigan,
2023) is essential to ensure a fair model evaluation
since it helps identify a model’s prior exposure to
test tasks on its training data. Inspired by the work
of Li and Flanigan (2023), we include task con-
tamination analysis in our evaluation to appropri-
ately assess the performance of the LLMs. We uti-
lize two methods: Task Example Extraction (TEE)
and Membership Inference (for generative tasks
like summarization and paraphrasing) to verify the
evidence of task contamination. TEE involves re-
trieving task examples from instruction-tuned mod-
els, although it doesn’t require an exact match with
existing training data, helps identify potential task
contamination in zero and few-shot learning sce-
narios, as any task examples found indicate pos-
sible prior exposure. Additionally, Membership
Inference is a method used for generation tasks,
where the model’s generated content is checked
against the original dataset for exact matches. If a
match is found, it implies that the content was part
of the LLM’s training data, indicating direct expo-
sure rather than general learning ability.

At first, we applied TEE to all tasks without ex-
plicity mentioning the dataset name. Our find-
ings reveal that only GPT-3.5 could generate ex-
amples related to these tasks (except Natural Lan-
guage Inference), while Claude-2 and LLaMA-2-
13b-chat models failed to extract task examples
for any tasks. Therefore, there is a possibility
that such tasks were already included in the pre-

training data of GPT-3.5. Regarding the BNLI
dataset where no models could extract any task
examples, we find that the premises, hypotheses,
and labels generated by all LLMs for Bengali were
significantly inaccurate, providing evidence that
contamination did not occur. In terms of extracting
task examples in the transliteration task, we find
that only GPT-3.5 could extract the task examples
for both word-level and sentence-level translitera-
tion, whereas both LLaMA-2-13b-chat and Claude-
2 failed to extract any task examples.

Finally, we applied the Membership Inference
technique in the generative tasks (e.g., summa-
rization and paraphrase generation) to analyze
task contamination. In the summarization task,
none of the LLMs produced an output that aligned
with the test data labels. However, on the para-
phrasing task, GPT-3.5 produced around 50 exact
match instances, while Claude-2 produced 30 and
LLaMA-2-13b-chat produced 15 exact matches of
the generated outputs and test labels. So it is pos-
sible that the test set of the IndicPara dataset was
exposed to the LLMs while training.

In summary, contamination could be an issue
with the GPT-3.5 model in Sentiment Analysis,
Text Classification, Summarization, and QA tasks,
while all the models, i.e., GPT-3.5, LLaMA-2-13b-
chat, and Claude-2 were affected by task contam-
ination in the Paraphrasing task. However, in Nat-
ural Language Inference, we did not see any evi-
dence of task contamination.

5. Conclusions and Future Work

In this paper, we introduce BenLLM-Eval, which
provides a comprehensive zero-shot evaluation
of LLMs on seven benchmark NLP tasks to un-
derstand the capability of LLMs in the modest-
resourced Bengali language. The results revealed
that while in some tasks, zero-shot closed-source
LLMs like GPT-3.5 or Claude-2 perform on par
(e.g., summarization) or even outperform (e.g.,
sentiment analysis) current SOTA models, in most
tasks the LLMs exhibited considerably lower per-
formance compared to supervised fine-tuned mod-
els. We also observed that the open-source
LLaMA-2-13b-chat model performed significantly
poorer in most tasks. Thus, open-source LLMs
should be extensively evaluated on low to modest-
resource languages to ensure a proper under-
standing of their capabilities and limitations. Our
findings also reveal that in order to achieve opti-
mal performance across languages, LLMs should
also be trained on corpus covering various lan-
guages along with English. In the future, we in-
tend to expand our experiments by including ad-
ditional low to modest-resource languages, tasks,
datasets, and settings to obtain broader insights.
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Limitations

The datasets used to train LLMs like GPT-3.5 or
Claude-2 are not disclosed; consequently, some
datasets used to evaluate the model may or may
not have existed during model training. In addi-
tion, the API used to evaluate the GPT-3.5 model
is based on OpenAl’'s GPT-3.5 turbo. Although an
improved version GPT-4 is also available, GPT-4 is
significantly more expensive than GPT-3.5. Thus,
we could not use GPT-4 in this work. Other than
these limitations, this study will provide a prac-
tical direction for future research into the perfor-
mance of LLMs in modest-resourced languages in
the NLP domain.

Ethics Statement

This study assesses the performance of LLMs in
seven benchmark NLP tasks in the Bengali lan-
guage wherein LLMs are tasked with generating
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A. Appendix
A1l.

In the process of adapting datasets into prompts,
we carefully analyzed the prompt templates in var-
ious LLM evaluation papers on English datasets
(Laskar et al., 2023a; Qin et al., 2023) and then
explored several prompt variants in Bengali for
each task to ascertain the optimal one. For ex-
ample, at the beginning of the Scham News Ar-
ticle Classification task, our prompts did not fea-
ture class labels, which caused a pronounced fail-
ure in the accurate classification of news articles
by all tested LLMs, markedly degrading their effec-
tiveness. However, this situation improved consid-
erably when we updated the prompts to integrate
class labels, leading to a notable improvement in

Prompt Construction Details

the models’ capacity to correctly associate articles
with their respective classes. Thus, experimenting
with different variations of prompts to come up with
the optimal one is a crucial step in our prompt de-
sign phase.

A.2.

In this section, we discuss some interesting cases
where GPT-3.5 failed to generate coherent re-
sponses given the input prompt. We discuss these
cases in the following sections:

In-depth Error Analysis

A.3. Generative Tasks

The error cases for generative tasks like abstrac-
tive summarization, question answering, and para-
phrasing is discussed in this section.

A.4. Abstractive Summarizatoin

In the summarization task, we notice that GPT-
3.5’s responses are highly inconsistent. While
GPT-3.5 occasionally recognizes the context and
provides a good summary of the key points, it fre-
quently misses these details in the reference text
and overstuffs the response. One example can be
demonstrated as follows:

Prompt: Please provide an one-sentence sum-
mary of the following Bangla text input. The input
will be a long Bangla paragraph, the output should
be a short Bangla paragraph summarizing only
the vital information of the input text in one sen-
tence. Please make sure that the output contains
the most essential statistical data. Note: Please
do not provide anything other than the summarized
Bangla output.

Input: NFFTE SR A4Na A OfF 2o F - FeL
SRTCE O T el fag pteifaget «mf 1 @=
a7 W2 T 2@ TR AN (Raam) AW A
FAANNZ AR We (ITN3GT qFR o796 ReTae we-
5 ~fafo®) | wanaa v «i6f @eTE o5 itz 9
VEB- A TR0 (TOIf @ Fer Al A el (AT
fmr st fce ofvl @ e 3@ e [
QST AR AL RS- 2RI Awwes Y& @
WIS ey FACTECE 32w A1g e afsfa Fi 2@?
DRI FI02 AL (@ 7R 2@M@eT? 200 e
(AF (T Mo TR SR A¥: KR [eeees
TERORIlE YT NPT SRICTE (Fgly AN weifs JoTo
@Ol 936 IAATAZ Wl 1 vy AT afse «3 vl
WP (A IACACGT AR S (o0 WPTCR | Fe
2005 AR B @4 (TR (Fa OR824 Iea«i-
o Tt orefber Ao T goT | It e 5 63
fadeer st @ M1 030 AE TAAEE AL
IEATST THAGTER (S15- SCAB SR oI5 @et et
AR ARG O e 56 (i ARMWes | $@
12 6 wTeE G beife IR Qb e SR e
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Figure 1: Confusion matrices for different LLMs on the BNLI dataset for the NLI task.
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(oI Rg @4F N (@A (S0 AE@? TS I=F WO
@oIfRd efesF @ AFoe WFF WewtETd A (&6
I AGFE N0 B Ao SRR | @9 e
Teifaig fres Asa A (&6 FukE Sl -
fotea 1 3fre ebReR O A fetel 71 @4F AW wEl
OB (G FACS 2T SR (PO (ToIlR 8 fPEsE
IR e #odl 2 | IS AFMATSIA Ie102H,
ToIfEd o= *AFma A S fFeE @t Fe
FAE ©F QU AfTHF T S [ Amm-
S Q] IECR (R 71 (A FSPoR (e e
LT (AR BfE TS oiE AN 8 §fE A it
T2 @<- bR o/ O3 v @ vaasaa e
©IF Qe | ffF A= TTAEET WD GBI T
& Fraefts fof (e 1 ae S @it @ e
e 791 (o SfvSIR T TOE ANSAM JE0R,
forgm @ AW MeeR (@B Felefefama aey ©ite 2@ 1

Expected Response: S 7 J@d W« 5gdAIER

Entailment Neutral

900

800

700

600

500

400

300

200

TCO! GF3 AP Z0R SARE- A6 7 Aeisi-
el (MRS FAC AFF T AT SRR Gl
TP FACS R YRG! @I (Tolfraes

GPT-3.5 Response: I AR (T9ed AN Wel
TR ARECS 2156 @ forerz «de quma e
GIPIR T@ T A tofy FrACE, fof 3TARGT @
feTw57 (7ot foeT ~ffbe ¥3z TRAEE 99 Arsite
AR THR #A1Y RS NG Sfel! FCLH WO AR A=A
TR S58b A SR AR (A IR |

In the aforementioned example, GPT-3.5 fails to
highlight the most crucial information from the in-
put and saturates the output with superfluous texts.

A.4.1. Question Answering

In the Question Answering task, GPT-3.5 is given
instructions to provide responses based on the
given context. However, there are instances
where GPT-3.5 deviates from the context and at-
tempts to answer using information from its gen-
eral knowledge, resulting in a mismatch with the
gold label. While this problem occurred only in
a limited number of cases, the authors were un-
able to independently verify the accuracy of the re-
sponses in these instances, leading to their classi-
fication as incorrect answers.

Prompt: Please provide an answer to the input
Bangla question based on the given Bangla con-
text. The input will contain a Bangla question fol-
lowed by a context. The output should be the an-
swer in Bangla based on the context. Note: Please
do not provide anything other than the Bangla an-
swer to the question.

Context: (7R ISR FOTT TG e fys-
fefes Foolm @IReg T «fbE fami 3@ @ fastere
A AR Hooo IBH (ATF Vq I I3z | Wb ife-
e (@ &R :¢00 I&F AF @I ool ATW Teada
PP et 1 Seoo YPHRew Temi ZRIR 1 W wifseet-
Bt 2 AR TSI & FE 1 Sooo PHIAEA
i 2 Tebrs fafew id o ) Foq ey 8 F0s-
T T T | IFFNL IFT6 SO et Afwa
IR QPSR A6 e e (fow (evo-8b-0 Yo5I-
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s R (Trow a0 At vy Ja e ~fafos | fof @
8 AT GRAATI & ©IF ASg Sfi*l FCARCE |
J¢o Yoot B WG TR OIren GINY AICEH
(Mauryan) 9181 90T @32 *7Eeice 8¢ *ferce «ft
@8 AT TR G 2gel AME “AfFere 271 A%
SN 17 20O UF IR 7T (@ FgoI T A
@ GIWE HTF I ARSI #1=Q (Licchavis) -
@ “ifafoe | fem=f® JAGTEHF (Licchavi) 7o« TG 8
WSATS 2 @2 Y ¥F W @SR (Newari) I-
1 bad AE @SAETWE qerg &F 2ES TN AES
Tl OIne g STTeo1R Wi foe | g =it
C¥TR ©ITT (AT AIEeeliee] AfEeel SrTes BTy AJICeus
(Chalukaya) BRI ©ITT | BIEIFIHR ACTGRICE (AT
T o SAfTS AT T 79 e 2 Gl -
Tl IO YR (@7 A AR [odics o «ofa
DI AT AT |

Question: @i & @36 K @7 2

Expected Response: No Answer.

GPT-3.5 Response: i, (i°i& 436 TSN @ |

In this particular instance, GPT-3.5 provides re-
sponses that go beyond the scope of the given con-
text, as the context itself lacks the necessary infor-
mation to yield the correct answer. Consequently,
this deviation from the context leads to a mismatch
with the gold label, ultimately resulting in an incor-
rect response.

A.4.2. Paraphrasing

In some instances, GPT-3.5 generates paraphrase
that completely changes the meaning of the input
sentences. For example:

Input: ST (FIe TOICeF ¥ “ANeq I 1 [No
injury was reported because of the fire]

Expected Responses: [@faitg S &=
TS T I, ARG ST (FI FTHS 27 1,
'3 GBS OIS (FIS AT (Wl 1!, 'aB AfAFI-
(& TORCSA (FICAN 47T “heq IR 1!, AP TorRred
(I 497 2N AR 1!, GfRFI0e IS TORTeT 49
“heqt TR 1]

GPT-3.5 Response: (& =6 61 a1 26T™
AGTAF ITACE (@I FE 2N A | [There was no
news about the fire as there was no untoward in-
cident.] This is a matter of concern and presents
additional evidence that GPT-3.5 is not currently
suitable for serving as a universal problem solver
in the Bangla language.

A.5. Classification Tasks

In this section, we discuss the error cases in the
other three tasks that we consider: Natural Lan-
guage Inference (NLI), Text Classification, and
Sentiment Analysis.

A.5.1. Natural Language Inference

The confusion matrix obtained by evaluating GPT-
3.5 for the NLI task is demonstrated in Figure

1. The matrix reveals that GPT-3.5 demonstrates
high accuracy in predicting the Contradiction and
Entailment labels, but encounters significant chal-
lenges in accurately predicting the Neutral labels.
Approximately 49% of the misclassifications arise
when attempting to predict the Neutral class. A
thorough manual examination uncovers that GPT-
3.5 often exhibits bias towards expressing a par-
ticular opinion polarity (Contradiction, Entailment)
when dealing with logical relationships in Bangla,
and it fails to appropriately recognize and convey
neutrality even in cases where it is evident.
Prompt: Please determine the logical relation-
ship between the given hypothesis and premise.
The input will consist of two sentences written
in the Bangla language. The first sentence rep-
resents the premise, while the second sentence
represents the hypothesis. Your task is to deter-
mine whether the hypothesis is false (contradic-
tion), true (entailment), or inconclusive (neutral)
given the premise. Please output a number indi-
cating the logical relationship between them: 0 for
false (contradiction), true (entailment), and 2 for
inconclusive (neutral) for neutrality. Note: Please
avoid providing any additional information beyond
the logical relationship.
Premise: 5 @itg, @4t 13-fowbt e @ Aewz
qw (oMtetr G2 N SIS 7l SR (&R AR |
Hypothesis: @fs 7@tz q3fbae @ e =ieT
Expected Response: 1 (Entailment)
GPT-3.5 Response: 2 (Neutral)

A.5.2. Transliteration

A deeper look into the cases where LLMs fail yields

the following observations:
(i) Intricate pronunciation rules in Bengali

pose challenges in transliteration. Bengali, be-
ing a language rich in nuances, possesses dis-
tinct rules for pronunciation and spelling. In Ben-
gali, the same letter may produce different sounds
when used in different words. All LLMs encounter
significant challenges in scenarios where specific
rules govern the pronunciation of a particular let-
ter. For instance, the Latin lexicon ‘andre’ is pro-
nounced as ‘@@’ in Bengali (similar to ‘addre’ in
English). The ‘n’ letter of the lexicon ‘andre’ is
silent in Bengali and instead represented as ‘=,
which creates a nasal sound, whereas even the re-
sponse of GPT-3.5 (which is the best-performing
LLM in this task) is =t®&’, which includes an ‘n’
sound. Such unconventional cases represent the
primary reasons for LLMs to struggle while translit-
erating lexicons from Latin to Bengali.

(ii) Difficulty in transliterating lexicons that
closely resemble English words. For instance,
when encountering the term ‘cador’, which bears
a strong resemblance to the English word cadre’,
GPT-3.5 mistakenly transliterates it as <FJeq’, a
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transliteration that shares a similar pronunciation
to ‘cadre’. However, the correct gold label for this
particular example is oW, Such instances of er-

roneous substitution lead to an increase in CER.
(iii) Transliteration of outdated pronuncia-

tions. Languages continuously undergo changes
based on their usage by individuals. In the Dak-
shina dataset, certain gold labels are annotated
with outdated pronunciations. While LLMs cor-
rectly transliterate various lexicons into more con-
temporary pronunciations, many such instances
in the Dakshina dataset are considered incorrect
transliterations due to outdated gold labels. For in-
stance, the term ‘ssoshur’ is transliterated as %<’
by GPT-3.5, which represents an accurate contem-
porary transliteration. Nevertheless, the gold label
for this example is given as ™I®<’. Such cases re-
sult in 90% of the substitution errors in GPT-3.5.

Full Sentence Transliteration: As seen from
table 3, the zero-shot GPT-3.5 on full sentence
transliteration surpasses all the SOTA models
except one (i.e., Noisy Channel). Meanwhile,
Claude-2 achieves comparable performance with
the prior models. The error patterns encountered
in full-sentence transliteration largely align with
those observed in single-word transliteration, with
the addition of the following error case:

(i) Code-mixing creates a stumbling block
for GPT-3.5. While transitioning between vocab-
ulary words, LLMs demonstrate a tendency to
make mistakes. For instance, the following sen-
tence ‘Amake to tomra mute kore rekhechile’ con-
tains an occurrence of code-mixing with the En-
glish word ‘mute’. GPT-3.5 misidentifies it as a
Bengali word and transliterates the sentence as
QINIE (O CSIET 06 I @CARET, whereas the ac-
curate transliteration of the word ‘mute’ should be
3185’ instead of C6". Such cases contribute to sub-
stitution errors in full-sentence transliteration.

A.5.3. News Article Classification

Our experimental results show that GPT-3.5 mis-
classified the category kolkata the most, failing to
generate the correct response in 503 of the test
set’'s 569 examples (88.4%). The subsequent cat-
egory with the highest frequency of misclassifica-
tion is national. GPT-3.5 was unable to accurately
classify this particular category in 95 out of 175
instances, representing a misclassification rate of
54.20%. On the other hand, GPT-3.5 effectively
identified the category labeled as entertainment in
110 out of 130 occurrences, resulting in a success
rate of 92.30%.

A.5.4. Sentiment Analysis

The examples listed in Table 5, illustrate the error
cases where GPT-3.5 misclassifies the sentiment

of the given input. The first seven examples are
from the IndicSentiment test set and the rest of
the examples are from the SentNoB dataset. No-
tably, the positive class exhibits the most frequent
misclassification in both test sets, suggesting that
GPT-3.5 still has a considerable way to go toward
attaining a complete understanding of the Bangla
language. In the instances where the class is neu-
tral, the examples are mostly simple statements
with no sentiment word associated with them (table
entries 11, and 12), yet GPT-3.5 classified them
as either negative or positive. Furthermore, GPT-
3.5 demonstrates difficulties in capturing challeng-
ing Bangla sentiment words, i.e., S¥I%& (Accom-
modating in English), 3f<4! (Advantage in English),
@RI (Uncompromising in English) etc (example
2,8, 13in Table 5).

A.6. Unexpected, out of range response

In the tasks of text classification and sentiment
analysis, the prompts are designed to include the
target classes in order to identify any unexpected
or non-class responses. Based on our experimen-
tal findings, we observe that the outputs generated
by GPT-3.5 exhibit outcomes that deviate from the
expected range of outputs.

News Article Classification.

Prompt: For the Bengali news article given in
the input, identify the appropriate section title for
the article from the following classes: kolkata,
state, sports, national, entertainment, interna-
tional. Note: Do not output any unnecessary
words other than just the section title. The re-
sponse should be in English language and should
be one word. Input : Soo WT FER 2/FFHA T
MATS A WA (Frwd Afsfiy | 7t Soff Amters
afeffis 1 o (AF S TR Tty el e Fer=
TERA! FXH FF (AR Ol | TG, AL
fTI60R Itel @2 T4 20O HER | T 2HRTaE qpie-
(I TS, A2 THF (SN Ao *AFNER FIR @ 2Aife
0o AIF | [eeiws, Aepele Ty afsied 939 [ue-
o T frefsra Tt weed T 2ifasifers | 35
55 @GS (AT Aeer &fe 7w @ e A 7o
S (AR (TG = | 5eIfs I=A G ACHS (AR =
@@ | (FYY FIPIET IR (QTeaafEg) qeiferst
AR (TGCR 3 & Mg WKFIEE SR | A
ofb Arey (AT ~fivem Fea Taeifa efsffa ) aeelm
L AR ST, g, (Sereral, Feioe, efex, =,
fesAAT™, e R T | T ¢ I afe-
ff stora & 1, o fpparst et 1 #i5f weet oist st
efsffsra o arewl 2@ AFow 4T, JiFel, 276,
Jrear g TG | Soo TR FIEH &FHT AGOR
WP AN IFAR g SAIR ST (eiaiie el =i,
FIZ T 35 (ofF, e Nbte @@eE T, -
57 sfaa for 2@e Q@R (d9@ v, Afen Qi
2w o G e Qe e o, JHAT
e iz i ffen e afeffimes e g@
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€@ @ G2 Aol o qEre Freid Her (e T,
S AR ofdl 1 o TR gefieE afeffaweea st &3-
3T TR ACEHA AWITONR! Jq© YA, JAABI
T (-2 WOl W | FHE (<ITS (79
2@ | AR ATafEd S M TRRIET FUAF,
QWA G e TG, W SR ey T
BT 7, ARl AT GB AR WO (@ for wheTR
e T4l T4, elfefixma ©f @A =

Expected Response: State

GPT-3.5 Response: Development

Our study reveals that GPT-3.5, in particular, gen-
erated the word Development, which deviates from
the prompted range of responses. The generated
output is considered out of range as the prompt
specifically instructs the model to produce text
within the given categories of kolkata, state, sports,
national, entertainment, and international. In ad-
dition, the results of our experiment indicate that
GPT-3.5 produced 12 classes that are outside the
target class range, thus demonstrating the model’s
inability to comply with the specified instructions
for this specific task.

Sentiment Analysis.

Prompt: For the given Input, is the sentiment in
the input positive or negative? Note: Please do
not output anything other than the sentiment. Ex-
clude any word like, Sentiment in the response.
Input : IBIIB-« AR (=T0oe 2fTTH6R A [76-2 K=
o€ (eTrest @92 f9-903 (=T A vvo fEfa I T
Expected Response: Positive

GPT-3.5 Response: Neutral

In this instance, although we explicitly prompted
GPT-3.5 to generate output that is either positive
or negative, it produced a response that falls out-
side of the designated range, i.e., Neutral. This
observation implies that the model may possess
certain inherent biases towards sentiment classi-
fication among the three widely used categories,
namely positive, negative, and neutral.
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Dataset Task Type Prompt GPT-3.5 Response Gold Label
XL-Sum Text Summariza-  Please provide an one-sentence summary of the following  GIFIR 295 SR RARWI-  GINAR 9703d MG@_ Ol
tion Bangla text input. The input will be a long Bangla paragraph, = 590 *JF IWMICIR 2 ¥ BMETIRUGISIK -
the output should be a short Bangla paragraph summarizing O TH (- An e PPee [ewre
only the vital information of the input text in one sentence. amwm,w - Rifze @9 v FE T4
Please make sure that the output contains the most essen- %1% 255 606 [4RWIT-  w5q Refrme =@
tial statistical data. Note: Please do not provide anything @ Gt &) <% (N e sy e R
other than the summarized Bangla output. [INPUT: OIFl9 €1 QAR |

6 et R vew I 1 «3vi7 fefmes sgors
affEIer o feafame 9% @R 3 ReRveEee avem
el (Mo FETRT, TE-TAWE AFGTGH S FaE S
2R | et Areel G 395 s ResfmeTe givee T <3
el T TR0 | KRR SERAIRG OF (AR I FE,
Tl S @Al 4 ¢ b G e 9% A | JIER
e @2 fefveTEe Bama e 2ffem @32 gEeerd T 73
e ~E: firest - e ST, e res sz iR
SR *2E AT Q T {0 S o, G A T
T AT WA (@ 5 T A dobR e wa-wdieTd
TR phee 4t e e W 7w e e 3fe-
frafae frenem w@ v T e e, wa@es cErt
@ fog PR 9L I 1 OIeEE I A@ Ao @ FES
VIR I T (=TT | AT B e i Iy (w0 -
AT @ FEE QT @ [Fg e S - oie
@R AT BEmAe @ e (7l 7 1 =@ (G-
am)mwmsﬁtwmmmcw\s e Ryfmecs
i faowre e @@ Ta9 @8 v Faem e 99 Tee
8 335600 fwer 3@ carEell |

| YA TEST TS
Afer @I FAIC 25
IR FC

SQuAD_Bangla Question Answer-

ing

Please provide an answer to the input Bangla question
based on the given Bangla context. The input will contain a
Bangla question followed by a context. The output should
be the answer in Bangla based on the context. Note: Please
do not provide anything other than the Bangla answer to the
question. [CONTEXT: @i7@ 3FCoMAGE @ Wa We Fi-
T Ty B oisite waEe | beo,00 I 66 wReNCe
o5 e SmieETa IS W Sov0 AT (AF TIZA FACE 1]
[QUESTION: Sjiof 3coitatbred smd Hed (I 2]

o W‘?ﬂcch a7
T Wed

w4 Fifee oEite we-
Fe

IndicParaphrase Paraphrasing

Please provide paraphrasing of the following input Bangla
text. The input will be a complex Bangla sentence, the out-
put should be a paraphrased Bangla sentence maintaining
the original information of the input text unchanged. Note:
Please do not provide anything except the paraphrased
Bangla output. [INPUT: &Gl (1, (ST 303 FA A2 1]

TG AT, Corag AC P2l
JECS BI3 |

FifercieTaE W1 FAfereey
SATS

[CNE SR 9 32
[, GNE FR A
FA @), e,
FA T, ’TﬂTQﬁW
FUq TR, R, A
T ‘kﬂZﬂT COTTS
STt el 1]

BNLI Lan-

Inference

Natural
guage
(NLI)

Please determine the logical relationship between the given
hypothesis and premise. The input will consist of two sen-
tences written in the Bangla language. The first sentence
represents the premise, while the second sentence repre-
sents the hypothesis. Your task is to determine whether
the hypothesis is false (contradiction), true (entailment), or
inconclusive (neutral) given the premise. Please output a
number indicating the logical relationship between them: 0
for false (contradiction), true (entailment), and 2 for incon-
clusive (neutral) for neutrality. Note: Please avoid providing
any additional information beyond the logical relationship.
[PREMISE: @7 @IfYy (Stafet™ @bt @61 R{eaw sjeatel, &ie @3-
@, @B @A, W G TH6! Y32 GFH-8 @61 AN QQFAHH
et e wnfeae o @ fee1 1] [HYPOTHESIS: @ifs s =1t
@, ¢72 e wifve aswa A feew a1, /R cwm Saifye fowem (]

2

Text Classifica-

tion

Soham News
Article Classifi-
cation

For the Bangla news article given in the input, identify the
appropriate section title for the article. Note: Do not output
any unnecessary words other than just the section title. The
response should be in English language and should be one
word. [INPUT: “fSi&! q0T= IABIAL | SIF AN QAT 2A4l-
TE fHeeE weE-a e -2 Yo FAmiaee TEE @RS
32 i, MomE, qARL | AEEHAR AL AN
FeICR QM SPTIA-2fea et | o @A «F s
T fifeTe 2Cafee S 8 WA A<awaTEg | (IR TR
@3 SO | TRTed SO oI T Wb Toita @
B9 TR AR 93 AT 1 (P QT 2F— Tara D SEee
FREW FFF SRR, B QFARE ATRFS (6 | (18 K
9-8 TR, (e O3 @F N 2FM T2 SRS 1]

Politics

International

Sentiment Classi-
fication

IndicSentiment

For the given Input, is the sentiment in the input positive or
negative? Note: Please do not output anything other than
the sentiment. Exclude any word like, Sentiment in the re-
sponse. [INPUT: @3 3fE eam 47 Siemea T FE AR
T WF W]

Negative

Positive

SentNoB Sentiment Analy-

sis

For the given Input, is the sentiment in the input positive or
negative or neutral? Note: Please do not output anything
other than the sentiment. Exclude any word like, Sentiment
in the response. [INPUT: 1 fefe bt sjrat gfarers az =7 faf2
W8 @F T© AL | S WY AN AR O 1 ged FA
@3 (O3 (@ (& A O ZE | R OEA FASTOR (6@ T
@A FRGAES TSt B 2te 7 58]

Neutral

Positive

Table 4: Sample prompts with GPT-3.5 generated responses for Text Summarization, Question Answer-
ing, Paraphrasing, Natural Language Inference, T%Bplassification, and Sentiment Analysis Tasks.



Example Dataset Prompt GPT-3.5 Response Gold Label

1 IndicSentiment  For the given Input, is the sentiment in the input positive or negative or ~ Negative Positive
neutral? Note: Please do not output anything other than the sentiment.
Exclude any word like, Sentiment in the response. [INPUT: @IifXt Jjf&sreeita
oedfe @, AR Sl Sfeafers, aaalE sefbalt (R TINS SNR N @
@, =iy Grefers afe faw 391 Translation: | personally found the lyrics to
be exaggerated, even while watching the film | felt like | was going to take
them on.]

2 IndicSentiment  For the given Input, is the sentiment in the input positive or negative or  Negative Positive
neutral? Note: Please do not output anything other than the sentiment.
Exclude any word like, Sentiment in the response. [INPUT: @itaa & w=ce
TE QR ST #HifFe qfde F@C= 1 Translation: The beer is to die for and
there is also valet parking.]

3 IndicSentiment  For the given Input, is the sentiment in the input positive or negative or  Negative Positive
neutral? Note: Please do not output anything other than the sentiment.
Exclude any word like, Sentiment in the response. [INPUT: @3itq fifes
{RCT I, TN G2 o117 HCACR, AR N4 TR 56 2 &P | Translation:
There are a variety of settings, tools and options, including built-in lessons.]

4 IndicSentiment  For the given Input, is the sentiment in the input positive or negative or  Negative Positive
neutral? Note: Please do not output anything other than the sentiment.
Exclude any word like, Sentiment in the response. [INPUT: @ I@ws(5 5f¥@
AR Frge I2B A AN @il [z =7 1 Translation: Despite several
characters, | never lost touch with the book.]

5 IndicSentiment  For the given Input, is the sentiment in the input positive or negative or ~ Neutral Positive
neutral? Note: Please do not output anything other than the sentiment.
Exclude any word like, Sentiment in the response. [INPUT: 9g® &+mi
T G2 2B ARCE (AF [ efem TR AE T @S A (AT T FCE qR
g3 B4if¥e «ItE | Translation: The material used is thick and the pocket has
a neoprene lining on the outside to protect the lens from bumps and hooks
are present.]

6 IndicSentiment ~ For the given Input, is the sentiment in the input positive or negative or ~ Neutral Positive
neutral? Note: Please do not output anything other than the sentiment.
Exclude any word like, Sentiment in the response. [INPUT: 357/8-9 JwaTR
T FfT6A A 75-27 A 88 (eires @32 R-9w@ @© A wvo fEfa e
IR 1 Translation: The stand has a level indicator with a built-in bubble view
level and a three-way head that can be rotated 360 degrees.]

7 IndicSentiment  For the given Input, is the sentiment in the input positive or negative or  Positive Negative
neutral? Note: Please do not output anything other than the sentiment.
Exclude any word like, Sentiment in the response. [INPUT: SfRecoe Bre-
AR T FEART 5wl 33 b «ft e o o e 5@, T @6
TR TR G eejiféte 791 Translation: Orient’s tower air cooler has a
tank capacity of 12 liters. It lasts for 2-3 days without refilling, which is not
expected for a small sized cooler.]

8 SentNoB For the given Input, is the sentiment in the input positive or negative or ~ Neutral Positive
neutral? Note: Please do not output anything other than the sentiment. Ex-
clude any word like, Sentiment in the response. [INPUT: eIfis J<ed @2
@HETEA BIHWmA | Translation: The staff of this restaurant are accommo-
dating.]

9 SentNoB For the given Input, is the sentiment in the input positive or negative or ~ Positive Negative
neutral? Note: Please do not output anything other than the sentiment. Ex-
clude any word like, Sentiment in the response. [INPUT: #fbearice sfesres
JIEATT* AT SIFIE TIREE (6T @F | SIREE aiF 15 5% 26311 Translation:
Rutiwala should be replaced by Tamim in the Bangladesh team as soon as
possible. Then the catch will not be missed.]

10 SentNoB For the given Input, is the sentiment in the input positive or negative or ~ Neutral Negative
neutral? Note: Please do not output anything other than the sentiment.
Exclude any word like, Sentiment in the response. [INPUT: (& TR SICE
GG (I T FIE AT A 2 SN I (St S99 f8f88 A 1 Translation:
Who told you Kebon black coffee is available here? Know better then make
videos.]

11 SentNoB For the given Input, is the sentiment in the input positive or negative or ~ Negative Neutral
neutral? Note: Please do not output anything other than the sentiment.
Exclude any word like, Sentiment in the response. [INPUT: 7 I 919/t a9
SIS N =167 | Translation: No you go. | have examination.]

12 SentNoB For the given Input, is the sentiment in the input positive or negative or ~ Positive Neutral
neutral? Note: Please do not output anything other than the sentiment.
Exclude any word like, Sentiment in the response. [INPUT: T4l (R34 forca
2l 8oo (ATF oo BIFF EAFIN FACS i ORI ANF (GCTAB! FAIEHIZI FCI |
Translation: Those who want to earn 400 to 500 taka per day with mobile
subscribe my channel.]

13 SentNoB For the given Input, is the sentiment in the input positive or negative or  Negative Positive
neutral? Note: Please do not output anything other than the sentiment.
Exclude any word like, Sentiment in the response. [INPUT: #32is fa=ifbe
GOITZ TP OItd 499 &bl FC &1 Translation: Uncompromising re-
porting Know how to report news without compromise.]

14 SentNoB For the given Input, is the sentiment in the input positive or negative or ~ Neutral Positive
neutral? Note: Please do not output anything other than the sentiment.
Exclude any word like, Sentiment in the response. [INPUT: 4512 © 5 1
iR fEfe a1 fog g TS © wem ST P AR
wretefs a1 Translation: That's what | want. Everyone together. Some
YouTubers gossip about each other all day long.]

Table 5: Error analysis of the Sentiment Analysis Task (IndicSentiment and SentNoB dataset). Note:
The translation was not provided in the prompt. It is just included in the table for general understanding
purposes.
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