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Abstract

Encountering intricate or ambiguous terms within a sentence produces distress for the reader during comprehension.
Lexical Complexity Prediction (LCP) deals with predicting the complexity score of a word or a phrase considering its
context. This task poses several challenges including ambiguity, context sensitivity, and subjectivity in perceiving
complexity. Despite having 300 million native speakers and ranking as the seventh most spoken language in
the world, Bengali falls behind in the research on lexical complexity when compared to other languages. To
bridge this gap, we introduce the first annotated Bengali dataset, that assists in performing the task of LCP
in this language. Besides, we propose a transformer-based deep neural approach with a pairwise multi-head
attention mechanism and LSTM model to predict the lexical complexity of Bengali tokens. The outcomes demon-
strate that the proposed neural approach outperformed the existing state-of-the-art models for the Bengali language.
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1. Introduction

Complex or rarely used words create difficulty
while reading articles, that makes the reader mis-
interpret the context, or trudge on without under-
standing. Identifying and assigning the complexity
score to particular words can lead to the solution
by allowing the replacement of complex terms with
simpler alternatives. The significance of this task
lies in helping second language learners as well
as native learners while anticipating complex liter-
ature. The first shared task in this arena, Com-
plex Word Identification (CWI) is a binary task that
identifies a word as complex or simple based on its
context (Paetzold and Specia, 2016). In SemEval
2021, Shardlow et al. (2021) introduced the Lexi-
cal Complexity Prediction (LCP) task. It is the pro-
cess of predicting the complexity score of a word
or phrase in a sentence based on the contextual
meaning of that word. Lexical simplification ap-
plications require selecting complex words to re-
place them with simpler synonyms and the LCP
task can play an important role in selecting replace-
able complex words. Moreover, there are other ap-
plications of LCP including readability assessment,
language education, text generation, and cross-
linguistic studies.

Bengali, also known as Bangla, is an Indo-Aryan
language primarily spoken in the eastern region of
the Indian subcontinent, including Bangladesh and

*Authors contributed equally to this work.

the Indian states of West Bengal, Tripura, and As-
sam. With over 300 million speakers, it is the sev-
enth most spoken language in the world. It is the
language of education, government, media, and
literature in Bangladesh and West Bengal. The
task of conducting readability analysis in Bengali
has been a significant focus of numerous research
endeavors (Das and Roychoudhury, 2006; Islam
et al., 2014; Chakraborty et al., 2021). Lexical
complexity prediction can be an extended section
of the readability analysis task that can assess the
complexity of the word based on its context.

There is no standard resource in the Bengali lan-
guage for conducting the work of Lexical Complex-
ity Prediction employing NLP models. Text sim-
plification techniques used in English are inappli-
cable to Bengali as there are numerous syntactic
and lexical differences between Bengali and En-
glish. Some of these differences are listed below:

» Bengali and English are members of two dis-
tinct language families: Indo-European and
West-Germanic.

» Almost all readability metrics in English con-
sider polysyllabic words to be hard words, but
in Bengali, polysyllabic words are familiar.

» Bengali is a language with a flexible word or-
der that allows a variety of grammatically cor-
rect surface forms.

» The major distinction between Bengaliand En-
glish syntax is in word order. The basic word
sequence of English is subject-verb-object,
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whereas the basic word order of Bengali is
subject-object-verb.

* Multi-word expressions (MWE) in the Com-
pLex dataset (Shardlow et al., 2020) con-
tain adjective-noun and noun-noun phrases
whereas Bengali sentences have a small pres-
ence of these types of patterns.

These disparities between the English and Ben-
gali languages motivated us to present the prob-
lem of predicting lexical complexity in Bengali. Fol-
lowing the SemEval 2021 Task 1: Lexical Com-
plexity Prediction introduced by Shardlow et al.
(2021), we formulated our Bengali LCP task into
two sub-tasks: sub-task 1: Predicting the complex-
ity score of single words (SW) and sub-task 2: Pre-
dicting the complexity score of multi-word expres-
sions (MWE). The main contributions of this paper
are listed below:

» Construct the first annotated lexical com-
plexity prediction resource in the Bengali
language, BengaliLCP dataset with 3033
sentences collected from newspapers and
Wikipedia and make it publicly available’.

» Develop a deep neural lexical complexity pre-
diction system, PALCP (Pairwise Attention
based Lexical Complexity Prediction), inte-
grating contextual word embeddings of the
XLM-RoBERTa model, pairwise multi-head at-
tention features of sentence-word pair, and
the LSTM model.

The remainder of the paper is structured as follows:
We provide our analysis with related studies in sec-
tion 2. Section 3 describes the process of creating
the BengaliLCP dataset. In section 4, we describe
our proposed system. The information about the
evaluation and experimental result of the system
is depicted in section 5. We conduct a discussion
in section 6, and conclude our work in section 7.

2. Related Work

Lexical complexity causes a text to reduce its read-
ability and predicting lexical complexity has been
the subject of extensive research in the field of
NLP. A number of related works took place in
the arena of the English language that created
resources and developed models. Paetzold and
Specia (2016) contributed to Task 11 of SemEval
2016 with the CWI task where they unveiled the
first CWI dataset for identifying complex words in
the text which is the first stage of text simplification.
Instead of employing binary categories, a continu-
ous annotation enables a ranking to be assigned to
words, allowing us to determine not only whether
a word is difficult for a reader but also how difficult
that word is likely to be. In SemEval 2021, Shard-
low et al. (2021) introduced a task to predict the

"https://csecu-dsg.github.io/resources/

complexity score for specific words in the sentence
in the English language. This task utilized the
CompLex dataset (Shardlow et al., 2020). Partic-
ipants of this task have proposed various feature-
based systems, deep learning systems, and sys-
tems that use a concatenation of the former two
approaches.

Mosquera (2021) implemented 51 hand-crafted
features (HCF) and utilized Light GBM implemen-
tation of gradient tree boosting. Ortiz-Zambrano
and Montejo-Réez (2021) proposed a system with
15 HCF based on the frequency of the words,
and a supervised random forest regression algo-
rithm is trained over these features. Along with
these feature-based systems deep learning sys-
tems have been explored. Aziz et al. (2021) pro-
posed pairwise learning with a transformers-based
system where they exploited sentence pair regres-
sion with BERT (Devlin et al., 2019) and RoBERTa
(Liu et al., 2019) models. Pan et al. (2021) com-
posed fine-tuning of several pre-trained language
models including BERT, ALBERT (Lan et al,
2020), RoBERTa, and ERNIE (Zhang et al., 2019)
with different training strategies such as pseudo la-
beling and data augmentation, and stacked them
with a simple linear regression model. Stodden
and Venugopal (2021) proposed a system that
combines HCF, contextualized character embed-
ding, a sense of relative normalization, and a neu-
ral network for regression.

Related work on the Bengali language in this
arena is very limited. Numerous studies have ad-
dressed the broader field of readability assess-
ment while predicting lexical complexity represents
a more specific subdomain within this context.
Das and Roychoudhury (2006) explored readabil-
ity modeling and compared one and two paramet-
ric fit models for Bengali. They evaluated their
system using several readability indices, includ-
ing the Flesch Reading Ease score and the Auto-
mated Readability Index. Islam et al. (2012) im-
plemented a readability classifier of Bengali text-
book documents. They implemented a baseline
system using various lexical features and three
traditional readability formulas Gunning fog read-
ability index, Dale—Chall readability formula, and
the automated readability index (Senter and Smith,
1967). Islam et al. (2014) focused on the readabil-
ity classification of Bangla texts and developed a
machine learning-based approach using a corpus
of Bangla texts and a set of manually selected fea-
tures. Sinha and Basu (2016) applied classifica-
tion and regression approaches to predict the read-
ability of the Bengali language with SVM and SVR.
Phani et al. (2019) conducted a readability anal-
ysis on Bengali passages and proposed eleven
readability analysis models based on regression.

Some recent works implemented text simplifica-
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tion in the Bengali language. Hossain and Ahnaf
(2021) proposed a system that simplifies the text,
keeping the context unchanged, and achieved the
best performance by fine-tuning the BERT model
in their corpus. Mahata et al. (2022) proposed a
method for improving the quality of machine trans-
lation between English and Bengali through the
use of sentence simplification. The authors de-
veloped a hybrid system that combines rule-based
and machine learning-based approaches for iden-
tifying complex sentences and simplifying them.
Chakraborty et al. (2021) used document-level
datasets from NCTB textbooks and performed su-
pervised binary sentence classification of whether
a sentence is complex or not. They obtained
the best performance from the combination of
BiLSTM, CC (Conjunction Count), CL (Charac-
ter Length), and embeddings from the Language-
agnostic BERT sentence embedding model.

Despite notable advancements in the field of lex-
ical complexity prediction, particularly within the
realm of the English language, a discernible gap
becomes evident when we turn our attention to
the Bengali language. Although there has been
some scrutiny of readability analysis in Bengali, es-
pecially concerning educational materials, the task
of predicting lexical complexity in Bengali has re-
mained relatively unexplored. To broaden the hori-
zons of the LCP task in Bengali, we have created a
Bengali annotated corpus. We also propose a pair-
wise multi-head attention-based neural approach
to exploit the intricate relationship between the tar-
get token and its context.

3. BengaliLCP Dataset

In this section, we describe the dataset creation,
and annotation process along with dataset statis-
tics and inter-annotator correlation.

3.1.

For the standard LCP dataset, there are some
standard qualities: continuous annotations,
context-based complexity, multiple token in-
stances, and diverse genre (Shardlow et al.,
2022). We have followed these specifications
and selected sources that contain an adequate
amount of complex Bengali vocabulary along
with standard articles. To build the corpus for
the BengaliLCP dataset, we chose the Prothom
Alo? news portal and the Bengali Wikipedia®.
The number of contexts we collected from these
sources is listed in Table 1.

Dataset Creation

2https://www.prothomalo.com/
Shttps://g.co/kgs/xb7AfK

Domain Number of contexts
Newspaper 1496
Wikipedia 1537
Total 3033

Table 1: Number of contexts in each sub-corpus.

Prothom Alo: Bangladeshi daily newspaper,
Prothom Alo is written in Bengali and published in
Dhaka, Bangladesh. From newspapers, we can
collect sentences that are constructed with formal
vocabulary. The literature used in newspapers
tends to be precise, straightforward, and accessi-
ble to a wide range of readers. We collected texts
from news between 13th June 2022 and 30th June
2022. We selected 12 different categories in this
domain that are listed in Figure 1.

Bangladesh
World Affairs
Business
Sports
Politics
Technology
Life Style
Covid-19
Education
Editoria
Health

Categories

Column

0 100 200 300 400
Number of Contexts

Figure 1: No. of context in newspaper categories.

Bengali Wikipedia: The Bengali Wikipedia
is the version of the free online encyclopedia
Wikipedia that is composed in Bengali. Compared
to news portals, it contains more primitive words,
which aids in the construction of a diversified
dataset for lexical complexity prediction. Wikipedia
covers a broad range of domains and contains
standardized articles that allow for a comprehen-
sive assessment of lexical complexity across dif-
ferent topics. We collected data from the Bengali
version of Wikipedia during the time frame of May-
July, 2022. Figure 2 shows the number of collected
data from different categories in Wikipedia. The
selected categories were chosen to represent a di-
verse range of linguistic contexts in Bengali.

Every corpus has its distinctive language fea-
tures and patterns. For each context in the Ben-
galiLCP corpus, we have selected single-word
tokens and multi-word expressions as target to-
kens. In some instances, repetition of target to-
kens occurs as the same word can have differ-
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Sports

History
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(Continents and Ocean
Bangladesh overview
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Religion
[Tribe
Countries
Solar system
Disease
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Number of Contexts

Figure 2: No. of context in Wikipedia categories.

ent complexity scores depending on its context.
Parts of speech have a contribution while antici-
pating the meaning of a particular sentence. For
generalizing, we selected nouns and verbs as
single-word tokens. We constructed MWEs with
two-word and three-word tokens. In CompLex
(Shardlow et al., 2020), compound nouns such
as adjective-noun and noun-noun patterns tend
to be the most common phrase patterns used in
English. In the case of Bengali, we have ob-
served that noun phrases are not as common
as in English. The common phrase patterns we
found in Bengali are starting with nouns or ad-
jectives. So we selected noun-noun, adjective-
adjective, noun-adjective, and adjective-noun pat-
terns for two-word tokens. For three-word tokens,
we selected phrases that have a combination of ad-
jectives and nouns. We used BNLP Bengali pos
tagger (Sarker, 2021) to identify the parts of the
speech tag of our target token. We selected tar-
get tokens based on their frequency of use as the
use of words is correlated with the complexity of
the word. From some contexts, we selected one
word that is most frequent among all other words
of that sentence and another word that is least fre-
quent and can be labeled as complex by annota-
tors. This characteristic of our dataset makes it di-
verse in complexity level so that NLP models can
learn both complex and easy literature features.

3.2. Dataset Annotation

For predicting the lexical complexity of a specific
token based on its context, a level-wise scoring
tends to be more appropriate than binary annota-
tion protocol (Shardlow et al., 2022). The reason
behind this is binary annotation tends to label the
word as simple or complex, but it can not express
the level of complexity. Defining the complexity
of words is very subjective, so it causes difficulty

when people from different backgrounds have to
agree on the binary level. Likert scale is a type of
survey scale that ranges from one extreme level
to another. In this work, we have used a five-point
Likert scale where each point is defined as follows:

1. Very Easy: Words that the annotator recog-
nized immediately.

2. Easy: Words whose meanings were known to
the annotator.

3. Neutral: Words that were neither simple nor
complex.

4. Difficult: Words whose definitions were am-
biguous to the annotator but whose meanings
could be deduced from the sentence.

5. Very Difficult: Words that annotators had
never encountered before or that were incred-
ibly ambiguous.

In the BengaliLCP dataset, three annotators an-
notated each SW token and MWE token based on
the five-point Likert scale. To normalize the com-
plexity score in the range (0-1), we conducted the
following transformations of each annotation: 1 —»
0,2 -50.25,3—-0.5,4—-0.75 5 - 1. The final
label for each token was then determined by aver-
aging the normalized scores of all annotators. The
eventual complexity score is a continuous score
that indicates the level of complexity of the token
based on its context. We included some instances
of annotations in Table 2 along with their English
translation that was obtained from Google Trans-
late. More examples of annotated instances are
provided in appendix A.

Text Score

I FEWR TAR (TR [ & @l
o e ¢ed =W, ol 9edd
*MCFATS GRS el 77 Al

(If individuals are ordered to come for-
ward for voluntary testing, the isolation
step is usually not successful.)

AATECER JATAOIR F[HOECE AL

(In the preface, he wrote, ‘The cohesion
of social relations is the essence of hu-
man character’.)

0.44

0.75

Table 2: Annotated instances of BengaliLCP
dataset. Target token is underlined.

3.3. Corpus Statistics

From the statistics depicted in Table 3, we can in-
corporate that both the newspaper and Wikipedia
domains contain an adequate amount of unique
words. The corpus of Wikipedia has a slightly
large number of unique words in their contexts.
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However, the mean complexity of our SW dataset
is 0.1379, and the MWE dataset is 0.2387. We
included the labeling criteria in the earlier sec-
tion that depicts 0.0 to be “very easy” and 0.25
to be “easy” labels for the target token. In our
dataset, words are falling more into an easier
scale. The mean complexity of Wikipedia data
is slightly higher than the newspaper data that
is 0.1391 in the SW dataset and 0.2479 in the
MWE dataset. The standard deviation for the SW
and MWE datasets are 0.2075 and 0.1931, re-
spectively. This disparity suggests that texts from
Wikipedia exhibit more complex features com-
pared to newspaper data and cover a wide range
of specialized and technical topics, demanding
more intricate language patterns and vocabulary.

Task Contexts Unique Mean  Standard
words score  deviation

Newspaper data

SW 2292 1800 0.1366 0.1977

MWE 2159 2061 0.2281 0.1598

Wikipedia data

SW 2425 1963 0.1391 0.2164

MWE 2457 2413  0.2479 0.2179

BengaliLCP dataset

SW 4717 3504 0.1379 0.2075

MWE 4616 4459  0.2387 0.1931

Table 3: Statistics of BengaliLCP dataset.

Domain
Wikipedia Score
2500 1 Newspaper Score
Overall Score

2000 1

1500 4

1000 1

T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0
Complexity score

Figure 3: Distribution of complexity in the corpus.

In Figure 3, a ridge line plot showing the prob-
ability density function of the full dataset (overall)
as well as each of the genres: Newspaper and
Wikipedia, contained within the dataset. The plot
shows that even though the majority of the prob-
ability mass is located to the left of the mid-point,

there are still a large number of annotations on ei-
ther side of the mid-point for both the sub-corpus.
Given that the annotators are native Bengali speak-
ers and that both the newspaper and Wikipedia uti-
lize a straightforward form of Bengali, the tokens
tend to fall into the easy category.

3.4. Inter-annotator Correlation

Three annotators participated in the BengaliLCP
dataset annotation processing. The annotators
come from three distinct study groups including
undergraduate, graduate, and postgraduate, and
speak Bengali as their first language, hence their
backgrounds are similar. The scores assigned
by each annotator can differ for the same in-
stance because predicting complexity can depend
on personal perspective. One annotator might rate
a term as complex, whereas another annotator
might identify the word and rate it as easy in their
opinion. There are also cases where words may
seem complex or ambiguous because of their con-
text, but other readers can understand them easily.
In order to check the correlation, we performed Co-
hen’s Kappa test of the annotations of the dataset
as the following equation:

Po_Pe
A
1-P,

(1)

Here, P, is the observed agreement between
raters, and P, is the expected agreement due to
chance.

Annotators | SW | MWE

Aland A2 | 0.91 | 0.83
Aland A3 | 0.57 | 0.47
A2 and A3 | 0.57 | 0.44

Average | 0.68 | 0.58

Table 4: Cohen’s Kappa between annotators.

We illustrated the Cohen’s Kappa test result in
Table 4. Here we can depict that the average of
Cohen’s kappa score between annotators is in the
range of 0.5-0.7 in the SW and MWE datasets,
that indicates moderate to a fair agreement. It
implies that the annotators have consistency be-
tween their observations. We have already dis-
cussed that predicting the complexity of a word
based on its context is a highly perceptual task
that depends a lot on individual perception. For
this reason, it is not easy to have a high level of
agreement. However, the moderate agreement
observed in this case indicates a reasonable level
of consistency and suggests that the annotations
contribute significantly to the task.
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Figure 4: Proposed framework: The system employs XLM-RoBERTa to obtain embeddings for sentences
and target words, then applies pairwise attention. These features are processed using LSTM, and the
final regressor layer takes the concatenation of these features and predicts the complexity score.

4. Methodology

We implemented the Pairwise Attention Lexical
Complexity Prediction (PALCP) system employ-
ing a transformer language model, pairwise multi-
head attention mechanism, and LSTM network.
Figure 4 illustrates the system for predicting lexi-
cal complexity. At first, we obtain sentence embed-
dings and target token embeddings from the XLM-
RoBERTa transformer model. XLM-RoBERTa
(Conneau et al., 2019) is pre-trained on 2.5TB
of filtered CommonCrawl data containing 100 lan-
guages. Because of its pre-training in a wide range
of languages, including Bengali, XLM-RoBERTa is
better able to identify linguistic patterns and con-
textual information that is effective for downstream
Bengali NLP tasks. We also utilized the XLM-
RoBERTa tokenizer for breaking our input con-
texts into tokens. We extract contextual features
of sentences and words separately from the last
hidden layer of the transformer output representa-
tion. Then we apply a pairwise multi-head atten-
tion mechanism with the sentence and target token
embeddings. After that, we process those embed-
dings with the prediction module and it produces
the final predicted complexity score.

4.1. Pairwise Multi-head Attention

Vaswani et al. (2017) implemented a multi-head
attention mechanism in the self-attention encoder
decoder method of the transformer. In our model,
we implement this attention mechanism to extract
the dependency features between the sentence
and the target token. The target token from which
the complexity score needs to be predicted can

have different dependencies with different parts of
the sentence. This method allows our model to at-
tend to different parts of the input sentence with
different weights. That can achieve highly com-
plex dependency features and the relationship be-
tween the target token with its context. The equa-
tion below represents the calculation of the pair-
wise multi-head attention mechanism with contex-
tual sentence and word embeddings:

q- k'
\/hj) v (2)

ead_dim

Here, ¢ and k are the linear representations
of contextual sentence embeddings, and v repre-
sents the embeddings of the target token. The
number of head dimensions is represented with
head_dim. Utilizing the softmax function, we get
the attention weight. A is the attention feature of
the target token based on the sentence.

A = softmax(

4.2. Prediction Module

LSTM (long short-term memory) is a special
type of recurrent neural network (Hochreiter and
Schmidhuber, 1997). In our model, we processed
the sentence embeddings and target embeddings
from the transformer and their pairwise attention
features with the LSTM network. LSTM captures
sequential patterns and dependencies in the at-
tended output, providing the model with a more
fine-grained understanding of the contextual infor-
mation of the input data. LSTM processes sen-
tence embeddings, target token embeddings, and
pairwise attention features and then we fed the
concatenation of these features to the regression
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layer. The equation of the regression module can
be defined as follows:

Complexity_score =W - [T; A;S]+b  (3)

Here, T is the feature of the target token, S is the
feature of the sentence, and A is the pairwise atten-
tion feature. The concatenation between features
is represented by ‘;’. The output of the regression
layer represents the predicted complexity score.

5. Experiments and Evaluations

This section depicts the result of our proposed
model while predicting the lexical complexity of to-
kens in the Bengali language.

5.1.

To measure the performance of our system, we
selected the evaluation measure according to the
SemEval 2021, Task 1: Lexical Complexity Predic-
tion (Shardlow et al., 2021). We utilized different
evaluation metrics to measure the performance of
systems: Pearson’s correlation, Spearman’s cor-
relation, mean absolute error (MAE) and mean
squared error (MSE). We chose Pearson correla-
tion as the primary evaluation metric as it is effec-
tive when dealing with continuous output data.

Evaluation Metric

5.2. Model Configuration

We experimented with different hyperparameters
and versions of transformer models. We utilized
Google Colaboratory GPU for training and evaluat-
ing our system. We employed huggingface library*
versions of transformer models. Table 5 highlights
the configuration of our best-performing system.

Hyperparameter Configuration
learning rate 3e-5
batch size 16
epoch 2

head dimension 48
number of heads 16
LSTM input size 768
LSTM hidden size 60

Table 5: Hyper-parameter settings.

For tokenizing and encoding the Bengali
data, we utilized xIm-roberta-base, bert-base-
multilingual-cased, distilbert-base-multilingual-
cased, sagorsarker/bangla-bert-base, and
csebuetnlp/banglabert from the huggingface
library. We conducted tuning with parameters
epoch, learning rate, and batch size to procure the

*https://huggingface.co/docs/transformers/index

appropriate configuration. We tuned our system
for epochs with a set of {2, 6, 9, 20}; learning rate
with a set of {2e-5, 3e-5, 4e-5, 5e-5, 3e-6}; batch
size with a set of {8, 16, 32}. Our system achieved
the best performance with epoch 2, learning rate
3e-5, and batch size 16.

5.3. Experimental Result and Analysis

We implemented an HCF-based baseline system
that included features such as word length, word
frequency, and zipf frequency. Here, zipf fre-
quency returns the word frequency on a human-
friendly logarithmic scale. For word length feature,
we calculated the total number of characters in tar-
get words. For word frequency and zipf frequency,
we used the Wordfreq® API. We fed these features
to various regressors such as xgboost, SVR, Light-
GBM, CatBoost, Linear regression, and Bayesian
Ridge. The Pearson scores of the best three mod-
els along with our proposed system in both tasks
of Bengali LCP are reported in Table 6. We also
implemented another baseline with n-gram and TF-
IDF features with various regressor models includ-
ing xgboost, SVR, LightGBM, CatBoost, Linear re-
gression, and Bayesian Ridge. Table 6 shows the
Pearson scores of the best three n-gram-based
baseline models for SW and MWE LCP along with
our proposed system.

Model SWLCP MWE LCP
PALCP 0.6096 0.5460
HCF-based baseline systems

CatBoost 0.5183 0.4509
Bayesian Ridge 0.5175 0.4897
Linear Regression 0.5167 0.4907
N-gram-based baseline systems
CatBoost 0.1972 0.1356
Bayesian Ridge 0.1727 0.2032
Linear Regression 0.1935 0.2061

Table 6: Comparison of PALCP system with base-
line systems.

We evaluated the BengaliLCP dataset using our
proposed system and compared the performance
with different state-of-the-art language models in-
cluding XLM-RoBERTa (Conneau et al., 2019),
Multilingual-BERT (Devlin et al., 2019), Bangla
BERT-20 (Sarker, 2020), Multilingual-DistiiBERT
(Sanh et al., 2019), and BanglaBERT-22 (Bhat-
tacharjee et al., 2022). We fine-tuned each lan-
guage model using the specifications that we em-

Shttps://pypi.org/project/wordfreq/
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ployed in our PALCP model for fine-tuning XLM-
RoBERTa, mentioned in Table 5.

Table 7 depicts the experimental outcome of
these models in both sub-tasks. The result shows
that the proposed model, PALCP obtained the best
performance in terms of all of the evaluation met-
rics. It outperformed XLM-RoBERTa with 9.18%
in sub-task 1 and 4.76% in sub-task 2, in terms
of Pearson correlation. It also achieved 38.36%
and 35.53% higher scores than Bangla BERT-20
in sub-task 1 and sub-task 2, respectively.

Model P S MAE MSE

Sub-task 1: Bengali SW LCP

PALCP 0.610 0.544 0.125 0.028
XLM-RoBERTa 0.554 0.496 0.129 0.033
Multilingual-BERT  0.408 0.403 0.130 0.042
Bangla BERT-20 0.376 0.359 0.180 0.046
Multilingual- 0.436 0.418 0.132 0.044
DistiiIBERT

BanglaBERT-22 0.444 0.420 0.128 0.038

Sub-task 2: Bengali MWE LCP

PALCP 0.546 0.564 0.099 0.019
XLM-RoBERTa 0.520 0.553 0.109 0.020
Multilingual-BERT  0.378 0.408 0.111 0.023
Bangla BERT-20 0.352 0.371 0.115 0.026
Multilingual- 0.390 0.405 0.118 0.030
DistiiIBERT

BanglaBERT-22 0.408 0.412 0.127 0.026

Table 7: Performance of proposed system. The
best result is in boldface; P stands for Pearson’s
and S stands for Spearman’s correlation.

To analyze the performance of individual com-
ponents of our system, we performed an ablation
study in Table 8. The PALCP system outperformed
the individual models in both sub-tasks. While pre-
dicting lexical complexity from single words, the
system without LSTM degrades performance by
12.63% in terms of Pearson correlation; whilst,
pairwise multi-head attention (PMA) is omitted
from the system, the Pearson score is reduced by
12.61%. In the task of predicting the lexical com-
plexity of MWE, the integration of PMA and the
LSTM as individual components degraded the per-
formance. However, employing the integration of
these components increased the performance by
4.76% in terms of Pearson correlation.

After analyzing the performance of individual
models, we can observe that each component

Model Pearson Spearman
Sub-task 1: Bengali SW LCP

PALCP 0.6096  0.5435
XLM-RoBERTa+PMA  0.5326  0.5057
XLM-RoBERTa+LSTM 0.5327  0.5268
XLM-RoBERTa 0.5535  0.4955
Sub-task 2: Bengali MWE LCP

PALCP 0.5460  0.5643
XLM-RoBERTa+PMA  0.5209  0.5260
XLM-RoBERTa+LSTM 0.5005  0.4932
XLM-RoBERTa 0.5203  0.5531

Table 8: Performance analysis of individual com-
ponents of the system.

has a significant contribution to the system while
performing lexical complexity prediction. XLM-
RoBERTa is trained on a large-scale multilingual
corpus, which includes data from multiple lan-
guages, including Bengali. This multilingual train-
ing approach allows XLM-RoBERTa to leverage
knowledge and representations learned from other
languages, potentially benefiting the Bengali lan-
guage understanding. The LSTM network ex-
pands the capacity of the model to learn long-term
sequential data, and the pairwise multi-head atten-
tion mechanism extracts the relationship between
the target token and its context. With the integra-
tion of these components, our system achieved
comparative performance in the LCP task.

6. Discussion

The histogram of the actual complexity score and
predicted complexity score by the proposed sys-
tem for BengaliLCP is depicted in Figure 5. In the
case of SW complexity, we observe that the model
provided predictions erroneously between 0.1 to
0.2 complexity score range. We can see this same
tendency of giving wrong predictions in the MWE
LCP. In both sub-tasks, the model has a limitation
while predicting comparatively higher complexity
scores. We have discussed earlier in Section 3.3
that our BengaliLCP dataset contains more low-
complexity data than high-complexity data which
caused the lack of performance of the model while
predicting scores for highly complex input data.
The performance of pre-trained language models
heavily relies on the availability and quality of train-
ing data. Bengali, being a less-resourced lan-
guage compared to languages like English, might
have a scarcity of high-quality training data. A di-
minished performance can result from the inability
of the model to understand the intricacies and com-
plexities of the language due to limited data.
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Figure 5: Comparison between the predictions of the PALCP model and the actual score of the Ben-

galiLCP test set.

Sentence Score Pred

Poor predictions by PALCP model

E1: qCo Se12 (fealfera wifge
PIE T A @[/ edifze
Qe 4! (S &) (I SeTp A
[T (R

(It has no waterfall system to pre-
vent the free flow of sea water as
planned by Alois Negrelli.)

E2: Wife wfeswcs fofq ferates,
ANEE AT JATROIR

EORINECE R Gl

(In the preface, he wrote, ‘The
cohesion of social relations is the
essence of human character’.)

0.94 0.39

0.75 0.29

Table 9: Unsuccessful test cases analysis; Score
stands for actual complexity score and Pred stands
for the predicted complexity score.

In Table 9, we listed some test cases where
the proposed PALCP model failed to predict ac-
curately. Here, examples of test sentences are
given with their target token, actual, and predicted
complexity scores. In example E1, the actual com-
plexity of the target token is 0.94 but the predic-
tion score is 0.39. The target token of the next ex-
ample E2 contains 0.75 as the actual complexity
score and 0.29 as the predicted complexity score.
These examples contain comparatively more prim-
itive words as their target token. In our proposed
system, we utilized XLM-RoBERTa for encoding

the texts of the Bengali language. The reason be-
hind this inadequate performance of the Bengali
LCP detection can be that these out-of-vocabulary
words may not be well represented in the word
embeddings of the multilingual language model.
As a result, the model may fail to understand or
generate accurate predictions for these terminolo-
gies. Another issue can be comparatively short
ambiguous sentences that couldn’t provide much
contextual information to the system. To reduce
these drawbacks we need to extend the Bengali
resources so that NLP models can learn the intri-
cate hidden features of the Bengali language and
perform more accurately.

7. Conclusion

Our study highlights the challenges faced by lan-
guages with limited resources, such as Bengali,
in contributing effectively to the LCP task. Deep
learning models often struggle to extract mean-
ingful features from these languages due to the
scarcity of annotated data. To address these is-
sues and facilitate research in Bengali LCP, we
have taken a step forward by introducing a new
annotated dataset in Bengali. Furthermore, we
proposed a pairwise neural model that leverages
the power of transformer-based language models,
pairwise multi-head attention mechanisms, and
LSTM to conduct and outperform other state-of-
the-art models in the LCP task. Building upon the
findings and contributions of this study, several po-
tential directions for future work emerge, that can
further advance the field of LCP in the arena of mul-
tilingual application.
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A. Annotated Instances of
BengaliLCP

Table 10 shows annotated instances from the Ben-
galiLCP dataset. Each text contains a target token
which is underlined in the table and the complex-
ity score of the target token. The table also shows
the English translation of the sentences that are
obtained using Google Translate. The range of the
complexity score is between 0-1, with ‘0’ being the
lowest complexity level and ‘1’ being the highest
complexity level.

Text Score

I GG WA T, TS IRG A
T FRFMR A @ TN G0 LR
TR |

(Suddenly a native said, many years ago
he had seen such a stone in the mountain
near the river.)

aEelfaee € 2T SAEE GG
IENE oI @q fof  AreiAtes
Tolne [REITeTa 2R |
(He has drawn political leaders ire by ex-
posing wrongdoing by the United States
in Afghanistan and Iraq.)

Ut @ g 3@ AL ©f A @@
a6 o (AT, (T AP oz sAwmeAR
QBT (-0 F0oT |

(The theory that holds the data comes
from a story of people who used to watch
the Orion constellation region of the sky.)

g o ¢ fiferm J=7 @me +fe, e
FING QT8 AAATAT I WiAwce!
AfeMrere wwee W feet - e 9 TR
FAF T YJ Ao |

But until about 25 million years ago, north
Queensland was still in temperate waters
south of the tropics - too cold to support
coral growth.

ANgeiEe FE IJIZE wdafes fofe sy
WS IS SEAEIMSIE SAfifes 2re
w0 PR WA Hevw coet Fiefes
@R TR 2R GEONR W G
ST AT TN (FRIYS O TF A |
The economic basis of feudal agricul-
ture began to change significantly in 16th-
century England as the manorial system
broke down and lands began to be con-
centrated in the hands of fewer landown-
ers with increasingly large estates.

0.06

0.68

0.68

0.50

0.92

Table 10: Annotated instances of BengaliLCP
dataset. The target token is underlined.
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