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Abstract
Aspect Sentiment Triplet Extraction (ASTE), introduced in 2020, is a task that involves the extraction of three key
elements: target aspects, descriptive opinion spans, and their corresponding sentiment polarity. This process,
however, faces a significant hurdle, particularly when applied to Chinese languages, due to the lack of sufficient
datasets for model training, largely attributable to the arduous manual labeling process. To address this issue, we
present an innovative framework that facilitates the automatic construction of ASTE via Iterative Weak Supervision,
negating the need for manual labeling, aided by a discriminator to weed out subpar samples. The objective is
to successively improve the quality of this raw data and generate supplementary data. The effectiveness of our
approach is underscored by our results, which include the creation of a substantial Chinese review dataset. This
dataset encompasses over 60,000 Google restaurant reviews in Chinese and features more than 200,000 extracted
triplets. Moreover, we have also established a robust baseline model by leveraging a novel method of weak
supervision. Both our dataset and model are openly accessible to the public.
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1. Introduction

People often resort to online reviews when decid-
ing on restaurants, using the ratings as a gauge
for quality. Yet, extracting nuanced evaluations of
various restaurant aspects from these reviews can
prove challenging. Google Maps, while offering
tags to sort reviews, does not provide in-depth as-
sessment on specific elements such as the dishes,
ambiance, or customer service. To address this,
our goal is to construct such a dataset based on
reviews in Google Maps and a baseline model that
can effectively perform Aspect Sentiment Triplet Ex-
traction (ASTE) tasks. Such effort would enable us
to dissect popular dishes and perform comprehen-
sive evaluations of a restaurant across a multitude
of facets. As depicted in Figure 1, the output from
our baseline will include aspect identification, opin-
ion expressions, and sentiment polarity for each
review. This approach allows for a more precise
and detailed analysis of restaurant reviews.

While there have been numerous studies fo-
cused on Aspect Sentiment Triplet Extraction
(ASTE) since its introduction in 2020 (Peng et al.,
2020), one significant hurdle continues to pose chal-
lenges: the acquisition of large, well-labeled train-
ing datasets. This issue is particularly prominent
in the case of Chinese language datasets, which
are substantially less abundant than their English
counterparts. This paucity of Chinese datasets
hinders advancements in the field of Chinese senti-
ment analysis research. To address this issue, we
present an innovative framework that facilitates the
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automatic construction of ASTE via Iterative Weak
Supervision (IWS), negating the need for manual
labeling. Our method initiates with a rule-based
model producing a large amount of raw data. This
data, though initially of variable quality, serves as
training input for an iteratively refining transformer
model that adopts an encoder-decoder architec-
ture, aided by a discriminator to weed out subpar
samples. The objective is to successively improve
the quality of this raw data and generate supple-
mentary data.

The efficacy of our method is clearly demon-
strated by our achievements, one of which includes
the construction of a considerable dataset of Chi-
nese restaurant reviews. This dataset is com-
posed of more than 60,000 reviews sourced from
Google Maps, and it features over 200,000 ex-
tracted triplets. Additionally, we’ve set a strong
baseline model using a unique approach of weak
supervision. Both the dataset and the model are
made available to the public1, reflecting our com-
mitment to open access and collaborative advance-
ment in this field.

2. Related Work

2.1. Overview
Aspect Sentiment Triplet Extraction (ASTE) is first
introduced by Peng et al. (2020) as a subtask of
ABSA (Aspect-Based Sentiment Analysis) (Zhang
et al., 2022), which aims to extract (a, o, p)(a: aspect,

1https://github.com/chiawen0104/chn_
review_aste.git

https://github.com/chiawen0104/chn_review_aste.git
https://github.com/chiawen0104/chn_review_aste.git
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Figure 1: An example of ASTE with both English
and Chinese versions. The extraction results of
aspect sentiment triplets (AST) from a restaurant
review are presented. Each triplet includes three
components: an aspect, an opinion, and its corre-
sponding polarity.

o: opinion, p: polarity) triplets from a given review.
Peng et al. utilized the extended SemEval dataset
annotated with opinion terms by Fan et al. (2019)
as the experiment dataset, and proposed a two-
stage framework: the first stages mines candidate
aspects with sentiment polarities and candidate
opinion terms, and the second stage pairs them
up to form valid triplets. Compared to single ABSA
tasks proposed such as Aspect Category Detection
or Aspect Term Extraction, a solution to ASTE is
more suited for real-world application, and has been
gaining attention in recent years.

2.2. Modeling Paradigm

Past works model ASTE into different paradigms.
Peng et al. built a two-stage pipeline comprising of
2 sequence labeling and 1 sequence classification
submodules; Xu et al. (2020) defined complicated
token annotation and condense the workflow into 1
sequence labeling; Chen et al. (2021) employed a
machine-reading comprehension paradigm to first
inquire the machine about the location of the aspect
terms, and then inquire about the opinion term and
corresponding polarity; Zhang et al. (2021) adopted
a seq2seq framework, which can do the task in
one pass, and finally compare the performance
between using annotation-style and extraction-style
output format.

2.3. ASTE Datasets
Many benchmark datasets for ASTE are originally
derived from the SemEval (2014, 2015, 2016)
benchmark datasets in the laptop and restaurant
domains. However, these datasets do not include
annotations for opinion terms until Xu et al. per-
formed additional annotation and made the dataset
publicly available. Subsequently, these datasets
have gained widespread usage in subsequent stud-
ies on ASTE.

When it comes to research on Chinese senti-
ment analysis, Bu et al. (2021) is one of the first
Chinese dataset with 46,730 genuine user reviews,
was constructed from reviews across many restau-
rants from the Diaping app. However, this dataset
falls short of fulfilling the requirements of ASTE
tasks as it lacks extracted aspect and polarity infor-
mation. Instead, it only provides a predefined set
of categories and corresponding ratings. Li et al.
(2023) introduced a novel task “dialogue ABSA”
and released the initial dialogue ABSA dataset, Di-
aASQ, focusing on the cellphone domain on Weibo
platform. In addition to aspect (a), opinion term
(o), and polarity (p), DiaASQ further annotates the
mentioned targets (t), resulting in quadruples of
(t, a, o, p). All conversation texts were labeled by a
team of crowd-workers who underwent pre-training
using the SemEval ABSA (Pontiki et al., 2014) an-
notation guideline. A key challenge faced by this
study, similar to the SemEval datasets, was the
intensive manual labeling process, leading to a
small size of the dataset - only a total of 7,452 utter-
ances, and 5,742 are sentiment quadruples. This
challenge has sparked our motivation to explore
automatic annotation methods for ASTE tasks.

3. Methodology

3.1. Iterative Weak Supervision
Our proposed framework of IWS, depicted in Figure
2, initially employs a rule-based system founded
on pipeline methodologies to generate a significant
volume of labeled data. This data, despite being
somewhat noisy, serves as the training foundation
for the enhancement of our encoder-decoder trans-
former model. As a result of self-training, our mod-
els are able to not only execute ASTE tasks, but
also discern the validity of ASTs present within the
training data. This approach allows for continuous
refinement and improvement in the quality of the
model’s performance.

3.2. Rule-Based System
Figure 3 illustrates the operation process of the
proposed rule-based system. Firstly, we use the
Chinese Natural Language Processing tool, CKIP

https://github.com/ckiplab/ckiptagger
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Figure 2: The Iterative Weak Supervision (IWS) Framework. The rule-based system initially generates
multiple aspect sentiment triplets (ASTs), with red triplets representing incorrect ASTs and green triplets
representing correct ASTs. Next, a discriminator is employed to filter out the incorrect ASTs, retaining
only the correct ones as training data for an ASTE model. The model is fine-tuned by using this filtered
training data. Subsequently, the fine-tuned ASTE model is utilized to infer on the training data, and the
resulting outputs are fed back into the discriminator. These steps are performed iteratively to refine the
training process using a technique known as "self-training".

Tagger (Li et al., 2020) to conduct word segmen-
tation and assign a part-of-speech (POS) tag to
each word. Next, lexicon detection and depen-
dency parsing techniques are employed to identify
the various aspects and opinions within the text.
Subsequently, the concept of the shortest path in
the dependency parse tree is utilized to effectively
associate each aspect with its corresponding opin-
ion. Finally, the opinions are categorized into one of
three polarities (positive, negative, neutral) based
on their sentiment valence value.

3.2.1. Opinion Lexicon Detection

We utilize E-HowNet (Ma and Shih, 2018; Chen
et al., 2005), a general Chinese WordNet system,
to construct an opinion lexicon. This system builds
a comprehensive vocabulary model based on the
semantic structure and complex relationships of
words. E-HowNet encompasses various semantic
categories, each with manually assigned valence
values. We assign the same valence value to all
words within the same semantic category, facili-
tating subsequent sentiment polarity classification.
Following tokenization and POS tagging, if the seg-
mented results match any entry in this opinion lexi-
con, we can include the mentioned item from the
review into the collection of detected opinions.

3.2.2. Aspect Lexicon Detection

To construct our aspect lexicon for ASTE, we in-
clude several aspects such as "food," "service,"

Figure 3: Pipeline processing flowchart of rule-
based system. The system extracts a review’s
triplets of (aspect, opinion, polarity) through the
pipeline process.

"price," and "atmosphere," among others. Specifi-
cally, we expand the "food" aspect in a fine-grained
manner to cover a broad spectrum of dish names.
In order to accurately capture dish names within

https://github.com/ckiplab/ckiptagger
https://github.com/ckiplab/ckiptagger
https://github.com/ckiplab/ckiptagger
https://github.com/ckiplab/ckiptagger
https://github.com/ckiplab/ckiptagger/wiki/POS-Tags
http://ehownet.iis.sinica.edu.tw/ehownet.wiki/index.php
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texts, we extract thirty thousand dish names from
Ytower Recipe Website (楊桃美食網)2. This site
offers a vast compilation of recipes categorized into
six main groups: Japanese, Chinese, Western, Ko-
rean, South Asian, and miscellaneous. To expand
the size of this aspect lexicon, we also add the seg-
mented results of the crawled dish names as well as
a few food names from E-HowNet. If the segmen-
tation results match any entry in the aspect lexicon,
the system will incorporate the mentioned item or
dish from the review into the detected aspects.

3.2.3. Dependency Parsing

The tokenization and POS results are fed into the
system’s dependency parser, CKIP Dependency
Parser (Ooi, 2022), which generates a dependency
tree. Next, combining the detection results from
the lexicon with the following two dependency pars-
ing rules, we can obtain set A and set O, which
are extractions of aspect terms and opinion terms.
The dependency relationship and definition in this
parser follows Marneffe et al. (2014).

After the extraction of aspects and opinions, we
apply the shortest path method to get a set P con-
taining all pairs of aspects and opinions. Note that
the shortest path refers to the aspect node that is
closest to a specific opinion node among all the
aspect nodes in the dependency tree.

Shortest Path For each opn in O, for each asp
in A, if (opn and asp are in the same sentence) &&
(asp is opn’s the closest aspect in the dependency
tree), then add (asp,opn) into set P .

After extracting all pairs of aspects and opinions,
the system further enhances the precision of set
P through a verification process. This involves
checking for any nodes that are in a conjunction
relationship with a specific aspect term, as well as
identifying nodes that function as attributes of a
particular aspect term. If a conjunction relationship
is found, new aspect-opinion pairs are added to P .
Additionally, if an attribute is detected, the resulting
aspect term will include the original aspect term
along with the identified attribute.

Conjunction and Attribute Detection For each
(asp,opn) in P , for each neighbor in asp.neighbors,
if (dependency relation of asp and neighbor is conj),
then add (nighbor,opn) in P ; if (dependency rela-
tion of asp and neighbor is assmod) || (dependency
relation of asp and neighbor is amod && neighbor
is noun), representing asp’s attribute is neighbor.

2https://www.ytower.com.tw/recipe/

3.2.4. Polarity Classification

According to the valence value of each paired opin-
ion term, sentiment polarity is classified. The va-
lence value is a positive number ranging from 1 to
10. We define values above 5.0 as positive, values
below 5.0 as negative, and values equal to 5.0 as
neutral. In this step, the system also checks if each
opinion term has a negation relationship in the de-
pendency parse tree. If a negation relationship is
found, the polarity of the opinion term is reversed.

3.3. Encoder-Decoder Transformer Model
The encoder-decoder transformer model (Vaswani
et al., 2017; Raffel et al., 2020) incorporates multi-
ple layers of self-attention mechanisms and feed-
forward neural networks, enabling it to effectively
capture complex relationships between input and
output sequences. This characteristic makes it
highly suitable for Seq2Seq problems, including
our ASTE tasks. Unlike Zhang et al.’s approach,
we employ two transformer models: one dedicated
to performing ASTE and another serving as the dis-
criminator. Our goal is to exceed the performance
of the rule-based system by leveraging these two
models.

3.3.1. Self-Training

A base model M become M ′ through first fine-
tuning using training data. After that, use M ′ to
inference on training data to get labeled data, then
generate new training data by blending the labeled
predictions with training data. The new set is uti-
lized to retrain M to obtain M ′′, then this process
and previous steps continue iteratively. Note that
in each iteration, the same base model M is fine-
tuned, and this fine-tuned model is used for infer-
ence on its training data.

3.3.2. Discriminator

Our approach incorporates a classification mecha-
nism that allows an encoder-decoder transformer
model to act as a ternary classifier for extracting
accurate ASTs.

Problem Definition In order to determine the cor-
rectness of the ASTE results, we need to address
the following two questions based on given aspect,
opinion, and polarity associated with a specific re-
view text.

Q1: Is {opinion} a description of
{aspect}?
Q2: Is {opinion} a {polarity} de-
scription of {aspect}?

The above questions have three possible combi-
nations of answers.:

https://ckip.iis.sinica.edu.tw/service/dependency-parser/
https://ckip.iis.sinica.edu.tw/service/dependency-parser/
https://www.ytower.com.tw/recipe/
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1."YY" (Yes / Yes): {opinion} describes
{aspect} with correct {polarity}.
2."YN" (Yes / No): {opinion} describes
{aspect} with wrong {polarity}.
3."NX" (No / -): {opinion} does not de-
scribes {aspect}. In this case, the an-
swer to the second question does not mat-
ter.

Although only opinions classified as "YY" are in-
cluded in the training data for self-training, the other
two labels will be useful in subsequent experimen-
tal analysis. Additionally, the training data for the
discriminator model is derived from a rule-based
system. Initially organized at the review level, we
restructure the ASTE results within each review
into triplets consisting of aspect, opinion, and po-
larity. These triplets can be utilized to generate the
aforementioned questions and their correspond-
ing answers, serving as the input and output in a
question-and-answer format for the discriminator.

Generate Training Data According to the defi-
nitions of the three labels mentioned above, we
define "YY" data as positive examples, while "YN"
and "NX" are considered negative examples. The
following outlines the process of generating training
data for the discriminator model.
Positive examples:
Label "YY" for all triplets of (aspect, opinion, polar-
ity) generated by the rule-based system.
Negative examples:
Change the polarity of each "YY" triplet to a ran-
domly selected incorrect polarity and label it as
"YN". In the case of "NX" data, for each review,
we start by generating a set that includes multiple
pairs of (aspect, opinion) by combining all possible
aspects and opinions. We subsequently remove
the pairs that correspond to the "YY" data, regard-
less of their polarity. From this modified set, we
randomly select a number of pairs twice the quan-
tity of "YY" data. We assign a random polarity to
each selected pair, forming a triplet labeled as "NX".
If the quantity of remaining pairs is insufficient to
reach twice the quantity of "YY" data, we select
all the remaining pairs. Thus, it is possible that a
review may not have any "NX" data.

4. Experiments

4.1. Datasets
We utilize the web scraping tool Outscraper to ob-
tain all the reviews for 189 restaurants located in the
Da’an District of Taipei City from Google Maps. In
total, we collect 104,358 original review data written
in Traditional Chinese. The restaurant reviews are
processed by our rule-based system to extract the

ASTs. Among these reviews, 74,028 are success-
fully analyzed, resulting in 798,614 ASTs. However,
for the remaining 30,330 reviews, aspects or opin-
ions may be missing, leading to the absence of
ASTs. The ASTE results obtained from the analy-
sis of the 74,028 reviews are used as training data
for both the ASTE model and the discriminator in
the self-training process.

4.2. mT5 Model
We use mT5 (Xue et al., 2021) as the experi-
mental encoder-decoder transformer model. The
base model is mt5-base pretrained on the DRCD
(Shao et al., 2018) (Delta Reading Comprehension
Dataset) for both ASTE model and discriminator.
We utilize the question-answering format as de-
scribed in the work of Xue et al. (2021) to structure
the input and output of our model. In the follow-
ing sections, we will provide detailed information
regarding the processed input and output.

4.2.1. Discriminator

To address the defined problem in 3.3.2, the model
receives an aspect sentiment triplet (AST) and its
associated review text as original input and gener-
ates a corresponding label as the original output.
We transform the original input and output into a
question-answer format. These transformed ques-
tions and answers are used as the processed input
and output for the mT5 discriminator model. Please
refer to Figure 8 in the appendices for a detailed
example. Table 1 displays data distributions of the
discriminator. It is evident that the training set is
considerably larger in size compared to the test and
validation sets. We anticipate that such a substan-
tial amount of training data will enable the model
to possess strong discriminative capabilities.

Dataset #(a, o, p) #YY #YN #NX
train 778614 236463 239524 302627
valid 10000 3071 3082 3847
test 10000 3090 3021 3889

Table 1: The table shows the quantity of triplets
of (aspect, opinion, polarity) as well as the num-
ber of three labels for the the discriminator. Note
that ASTs from the same review may be distributed
across different datasets.

This test, validation data, and training data, are
all derived from the results of a rule-based model.
After training, they are used to preliminarily evalu-
ate the discriminator. However, since these results
are not entirely accurate and the data is extensive,
we must evaluate the performance of the discrimi-
nator through manually annotation. Section 3.3.2
explains positive and negative examples, where

https://outscraper.com/google-maps-reviews-scraper/
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positive examples are not completely correct, and
negative examples are definitely incorrect.

4.2.2. ASTE Model

The initial input to the model is review text, while its
primary output includes numerous ASTs that encap-
sulate the aspect, opinion, and polarity. As demon-
strated in Table 2, the data distribution reveals a
predominance of positive triplets. Consequently, it
is anticipated that the model will exhibit enhanced
performance in identifying positive expressions. In
the subsequent section, a comprehensive discus-
sion will be provided on the methodology employed
to assess the ASTE model’s performance, along-
side a detailed explanation of the processed input
and output.

Dataset #reviews #(a, o, p) #Pos #Neg #Neu
train 64028 210100 147524 38568 24008
valid 5000 16232 11435 2953 1844
test 5000 16378 11501 3051 1826

Table 2: The table provides an overview of the dis-
tribution of reviews and their corresponding triplets
with different polarities (positive, negative, and neu-
tral) for the ASTE model.

Evaluation Metrics ASTE is one of multi-label
tasks, thereby, we use example-based classifica-
tion metrics (Zhang and Zhou, 2014) to compute
Accuracy, Precision, Recall, and F1 to evaluate
the performance of mT5 ASTE model.

Processed Input and Output In order to deter-
mine the best processing template, we conduct an
experiment comparing two candidate templates, as
illustrated in Figure 4 and 5. The primary distinc-
tion between the two templates lies in whether the
input question specifies the aspects. We hypothe-
size that the aspect lexicon and aspect expansion
rule in our rule-based system are sufficiently pow-
erful to extract most aspects, allowing the ASTE
model to focus on identifying their corresponding
opinions. To evaluate the performance of the tem-
plates, we train our discriminator and utilize it along
with evaluation metrics to assess their effective-
ness. The comparison results of the two templates
are presented in Table 3, indicating that template
2 outperforms template 1. Therefore, we use tem-
plate 2 for the mT5 ASTE model in the following
experiments.

4.3. Experimental Setup
We design four self-training experiments, namely
self-train-A, self-train-B, self-train-C, and self-train-
D. The following pseudo-code in 4.3 and notations

Figure 4: The above figure depicts an example of
template 1, while the below illustrates the same
example of template 2.

Template #(a, o, p) YY(%) A. P. R. F1

Template1 16571 93.7 73.8 79.1 80.8 79.4
Template2 16499 95.3 91.4 93.9 95.2 94.2

Table 3: The table presents the number of aspect
sentiment triplets (ASTs), the "YY" labels assigned
by the discriminator, and the evaluation scores of
the mT5 ASTE model using two different templates.
The data is derived from the output of the rule-
based system, and its distribution corresponds to
the information presented in Table 2.

outline the process and steps involved in conduct-
ing these experiments. Let S be the training set
initially generated by the rule-based system. M
denotes the base mT5 in self-training and Mi is a
fine-tuned ASTE model in iteration i. D is a dis-
criminator that output data with one of three labels
("YY", "YN", "NX"). s∗ represents the subset of s
containing opinions not exist in the opinion lexicon.

Here is the summary of four self-training experi-
ments:
A: Before iteration 0, the training data is filtered
using the discriminator to select only the correct
ASTs. Then, in each iteration, the inference results
are filtered using the discriminator to select only
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Figure 5: Chinese version of Figure 4.

Algorithm 1 SELF-TRAINING
1: if self-train-A or self-train-C then
2: S0 = YY triplets in D.pred(S)
3: else
4: S0 = S
5: end if
6: M0 = M .train(S0)
7: for iteration i = 1, 2, . . . , n do
8: R = Mi−1.pred(Si−1)
9: if self-train-A or self-train-B then

10: R′ = YY triplets in D.pred(R∗)
11: else if self-train-C then
12: R′ = YY triplets in D.pred(R)
13: else
14: R′ = R
15: end if
16: Si = Si−1 ∪R′

17: Mi = M .train(Si)
18: end for
19: return Mn

the ASTs that contain opinions not present in the
opinion lexicon.
B: Do not use the discriminator before iteration 0.
Other settings are similar to A.
C: Use the discriminator to filter training data before
iteration 0, and all the inference results are filtered
using the discriminator in each iteration.
D: Throughout the entire process, the discriminator
is not used.

4.4. Evaluation
We plan to use Amazon Web Services (AWS)
Mechanical Turk Workforce or ChatGPT to gen-
erate golden answers for evaluating the ASTE
model. Generating ASTE results for each review

using these services is extremely difficult, time-
consuming, and expensive. Therefore, our ap-
proach involves uniting the results from four self-
trained models and the rule-based system, and
then using these services to label each AST as cor-
rect or not, considering the set of correct ASTs as
the golden answers. To compare the accuracy of
the two services and to evaluate the ASTE model
and discriminator more accurately, we randomly
selected 300 samples from the test set of the ASTE
model. We then take the union of results from the
final models of four experiments as well as the rule-
based system, resulting in a total of 1175 ASTs. We
let a worker follow the definition in 3.3.2 to manually
assign the three labels to this data, which serves
as the golden answer for this small-scale test set.

Labels Accuracy
Method #YY #YN #NX (a, o) (a, o, p)

without mT5 Discr. 1175 0 0 0.61 0.56
mT5 Discr. 1083 10 82 0.65 0.6

AWS 885 136 154 0.59 0.48
ChatGPT 606 86 483 0.85 0.83

manual annotation 658 62 455 1 1

Table 4: The table presents the label distribution
and accuracy across five labeling methods: without
mT5 discriminator, with mT5 discriminator, AWS,
ChatGPT (gpt-3.5-turbo-16k), and manual annota-
tion, which serves as the golden answer.

Table 4 displays the accuracy and label distribu-
tion based on the human-labeled golden answers.
It indicates that the discriminator achieves higher
accuracy compared to not using it. Furthermore,
ChatGPT exhibits a high accuracy rate of 80%,
which is significantly higher than accuracy rate of
labeling service in AWS. Given the challenges asso-
ciated with manually labeling a large-scale dataset,
we utilize ChatGPT to generate the golden answers
for the complete test set of the ASTE models. This
table also shows that ChatGPT’s labeling accuracy
is close to manually labeling, making it suitable
for evaluating the complete test dataset of 5000
reviews.

Table 5 presents the evaluation metrics for
both the rule-based system and four mT5 ASTE
models with self-training. In all four experiments,
the R scores of the ASTE models outperform
those of the rule-based system, demonstrating the
effective enhancement of recall through iterative
weak supervision while maintaining precision at
a level similar to that of the rule-based system.
Notably, self-train-C exhibits a recall 2% higher
than that of the rule-based system, indicating its
capability to generate more correct ASTs. For
example, in the sentence The water spinach
with plenty of garlic goes well with
rice (空心菜蒜頭很多，很下飯), the rule-based
system only detects (garlic蒜頭, goes well
with rice下飯, positive正面). In contrast,

https://www.mturk.com
https://www.mturk.com
https://openai.com/blog/chatgpt
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Model #reviews A. P. R. F1

Rule-Based

300

67.49 69.26 86.67 74.57
Self-train-A 68.38 69.85 88.05 75.49
Self-train-B 67.41 68.85 87.31 74.45
Self-train-C 68.00 69.04 88.45 75.12
Self-train-D 67.34 68.51 88.08 74.40
Rule-Based

5000

52.04 53.25 75.59 59.85
Self-train-A 52.52 53.66 76.51 60.44
Self-train-B 52.36 53.33 76.68 60.24
Self-train-C 52.67 53.53 77.42 60.60
Self-train-D 52.37 53.17 77.62 60.33

Table 5: Model comparison between rule-based
system and self-training’s last iteration of different
settings. The red numbers represent the highest
score in each dataset, while the blue numbers de-
note the lowest values. The golden answers for
the 300 test samples above were manually labeled
by an annotator, while the golden answers for the
5000 test samples below were generated by Chat-
GPT.

self-train-C is capable of generating not only the
original AST but also an additional AST: (water
spinach空 心 菜, goes well with rice下
飯, positive正面).

Furthermore, based on the F1 scores, we have
the following findings.
A better than B: Instead of completely relying the
output of the rule-based system, it is better to use
the discriminator to filter the training data first.
C better than D: Using discriminator may be useful
for the ASTE model during iterative training.
A & B ≈ C & D: No significant difference in perfor-
mance.

4.5. Analysis

Figure 6: Distribution of correct and incorrect labels
of mT5 discriminator. The number in each cell
shows the quantity of labels.

Building on the results presented in Table 4, Fig-
ure 6 illustrates that the mT5 discriminator primarily
classifies most cases as "YY," indicating a limited
ability to identify negative examples despite the

large size of the negative data.

Figure 7: The quantity of triplets in training data of
self-training with different settings.

Figure 7 illustrates the growth trend of the number
of Aspect Sentiment Triplets (ASTs) in the training
data across each iteration. To enhance the ASTE
model’s comprehension of diverse opinions, we
incorporate ASTs generated during inference into
the training dataset, excluding any duplicate triplets.
Furthermore, we employ a discriminator to meticu-
lously filter and select accurate ASTs, ensuring the
high quality of the training data is maintained. The
blue and red lines are flatter because self-training-
A and B only add few triplets with opinions not exist
in the lexicon to training data in each iteration. Ta-
ble 5 illustrates that although there isn’t a marked
improvement in performance, our models excel at
producing a significantly larger volume of training
data than traditional rule-based methods. Figure 7
further emphasizes a notable growth in the quan-
tity of ASTs across all four models. Additionally,
the data in Table 5 not only confirms the stability
of our models’ quality but also indicates a slight
enhancement in their performance.

Dataset Model (a, o, p)* (‰) A.

test

Self-train-A 0.50 25.00
Self-train-B 0.97 25.00
Self-train-C 0.36 0.00
Self-train-D 1.11 36.84

valid

Self-train-A 0.69 45.45
Self-train-B 0.98 43.75
Self-train-C 1.03 41.18
Self-train-D 1.86 15.63

Table 6: The table shows the ratio and accuracy
of triplets with opinions not present in the opinion
lexicon in the test set of 5000 reviews. Note that the
golden answers of these small data is determined
by a labeling worker.

In Table 6, we analyze the proportion of ASTs in
the test set that contain expressions not present in
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the opinion lexicon. The full table and example are
displayed in Table 8 and Figure 9 in the appendices.
Although the ASTE model is capable of generating
a small number of out-of-lexicon expressions, the
actual accuracy of these ASTs is relatively lower.
This also represents one of the important issues
that we can further explore in our future research.

5. Chinese ASTE Dataset

Table 7 provides information about our proposed
dataset. We choose "self-train-C" as the source
for the training set because it outperforms other
models, as shown in Table 5. Additionally, we offer
data generated by the rule-based system for vali-
dation, as well as two different test set sizes with
two types of annotations to accommodate various
applications in the relevant field. To the best of
our current knowledge, this is the first complete
Chinese ASTE dataset, is significantly larger than
other Chinese ABSA datasets, such as DiaASQ (Li
et al., 2023), encompassing over 200,000 ASTs ex-
tracted from more than 60,000 restaurant reviews.
We also release the training and inference methods
of our ASTE mT5 models to enable the public to
use them.

Dataset #reviews Source
Model

Golden
Answer

train 64007 Self-train-C -
valid 5000 Rule-Based -
test 300 Union of Models Labeling worker

5000 Union of Models ChatGPT

Table 7: Data distribution of our dataset. "Union of
Models" means union of four self-train models and
the rule-based system.

6. Conclusion

Confronted with the scarcity of ASTE datasets, we
have devised a unique framework for the auto-
matic creation of ASTE. This framework leverages
a novel weakly supervised self-learning methodol-
ogy, which negates the necessity for labor-intensive
manual labeling. Assisted by a discriminator to
eliminate inferior samples, which can incrementally
enhance the quality of the initial noisy labeled data
while also generating additional data. The success
of our approach is affirmed by our results, which
include the assembly of a considerable Chinese
review dataset. Moreover, our experimental find-
ings reveal that we have successfully established a
robust baseline model. Demonstrating our commit-
ment to the research community, both our dataset
and model have been made publicly accessible.

7. Ethical Considerations

We prioritize privacy concerns, ensuring that
the published dataset omits personal information,
restaurant names, and related specifics to protect
individual privacy.

8. Limitations

Our rule-based system relies on lexicon detec-
tion to extract opinion words, mainly adjectives
or nouns. As a result, the mT5 model trained
on this data struggles to identify complex expres-
sions, such as opinion descriptions in sentence
form, such as "I will never come to this
restaurant again." Our approach can only
detect phrases or idioms at most. This limitation
is a common challenge observed in various ASTE
datasets, including popular benchmarks like Se-
mEval. As one of pioneers for the Chinese ASTE
dataset, we hope that future research can build
upon our work and enhance the ability to extract
complex and ambiguous opinion terms.
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Quadro RTX 8000 GPU. We use a batch size of

2 and implement the models using Hugging Face
Transformers (Wolf et al., 2020) version 4.28.1 and
PyTorch (Paszke et al., 2019) version 2.0.0.
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Figure 8: The example of mT5 discriminator’s processed input and output.

Figure 9: The correct and incorrect example of AST with opinion not present in the opinion lexicon.

Dataset Model #reviews #(a, o, p) #(a, o, p)* (a, o, p)* (‰) #YY #YN #NX A.

test

Self-train-A

5000

16085 8 0.50 2 0 6 25.00
Self-train-B 16518 16 0.97 4 1 11 25.00
Self-train-C 16649 6 0.36 0 1 5 0.00
Self-train-D 17170 19 1.11 7 0 12 36.84

valid

Self-train-A

5000

15891 11 0.69 5 0 6 45.45
Self-train-B 16405 16 0.98 7 1 8 43.75
Self-train-C 16480 17 1.03 7 0 10 41.18
Self-train-D 17207 32 1.86 5 1 26 15.63

Table 8: Inference results of triplets with opinions not present in the opinion lexicon.


	Introduction
	Related Work
	Overview
	Modeling Paradigm
	ASTE Datasets

	Methodology
	Iterative Weak Supervision
	Rule-Based System
	Opinion Lexicon Detection
	Aspect Lexicon Detection
	Dependency Parsing
	Polarity Classification

	Encoder-Decoder Transformer Model
	Self-Training
	Discriminator


	Experiments
	Datasets
	mT5 Model
	Discriminator
	ASTE Model

	Experimental Setup
	Evaluation
	Analysis

	Chinese ASTE Dataset
	Conclusion
	Ethical Considerations
	Limitations
	Acknowledgments
	Bibliographical References
	Appendices
	Implementation Details


