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Abstract
Providing knowledge documents for large language models (LLMs) has emerged as a promising solution to update
the static knowledge inherent in their parameters. However, knowledge in the document may conflict with the
memory of LLMs due to outdated or incorrect knowledge in the LLMs’ parameters. This leads to the necessity of
examining the capability of LLMs to assimilate supplemental external knowledge that conflicts with their memory.
While previous studies have explained to what extent LLMs extract conflicting knowledge from the provided text,
they neglect the necessity to reason with conflicting knowledge. Furthermore, there lack a detailed analysis on
strategies to enable LLMs to resolve conflicting knowledge via prompting, decoding strategy, and supervised
fine-tuning. To address these limitations, we construct a new dataset, dubbed KNOT, for knowledge conflict
resolution examination in the form of question answering. KNOT facilitates in-depth analysis by dividing reasoning
with conflicting knowledge into three levels: (1) Direct Extraction, which directly extracts conflicting knowledge to
answer questions. (2) Explicit Reasoning, which reasons with conflicting knowledge when the reasoning path is
explicitly provided in the question. (3) Implicit Reasoning, where reasoning with conflicting knowledge requires
LLMs to infer the reasoning path independently to answer questions. We also conduct extensive experiments on
KNOT to establish empirical guidelines for LLMs to utilize conflicting knowledge in complex circumstances. Dataset
and associated codes can be accessed at our GitHub repository.

Keywords: Knowledge Conflicts, Large Language Model, Reasoning Dataset

1. Introduction

Providing large language models (LLMs) with sup-
plemented knowledge documents has become a
de facto solution for tackling tasks that require
up-to-date knowledge. This strategy is widely
adopted in various fields including knowledge-
grounded dialogue (Shuster et al., 2022; Zhang
et al., 2023) and knowledge question answer-
ing (Guu et al., 2020; Trivedi et al., 2022; Izacard
and Grave, 2020; Shao et al., 2023).

However, supplemented knowledge can not
only be unfamiliar to LLMs, but can also poten-
tially conflict with their existing knowledge stored
in parameters, i.e., conflicting knowledge. As
shown in Figure 1, the supplemented knowl-
edge document states that Messi plays for
Inter Miami CF, which conflicts with the fact
that Messi plays for FC Barcelona, stored
as parametric knowledge of LLMs that are not
timely re-trained. Moreover, there are supple-
mented knowledge documents that conflict with
the parametric knowledge indirectly with deduced
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conflicting conclusions. For example, the pro-
vided document in Figure 1 entails that Messi's
club plays in Major League Soccer and
that Messi lives in Miami, which cannot be
directly extracted from the text. It is thus vital to ex-
plore to what extent LLMs reconcile with conflicting
knowledge.

To this end, various datasets composed of con-
flicting knowledge have been constructed and
tested on LLMs, which require the latter to answer
questions with the provided conflicting knowledge.
For example, NQ-Swaq requires LLMs to extract
conflicting entities from the provided document
without solely referring to their parametric knowl-
edge directly (Longpre et al., 2021). The study
by Zhou et al. (2023b) further investigates relation
extraction from documents with the same entities
but conflicting relations. MemoTrap (McKenzie
et al., 2023) instructs LLMs to rewrite well-known
proverbs that deviate from their inherent parame-
ters. Although these benchmarks evaluate the abil-
ity of LLMs to extract different types of conflicting
knowledge from the input document, they overlook
LLMs’ capacity to deduce subsequent contradic-
tory knowledge by reasoning.

In light of their limitations, this work aims to con-
struct a new dataset, dubbed KNOT, to examine

https://github.com/THU-KEG/KNOT
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Document:
Lionel Messi, the seasoned footballer, known for his 
exceptional skills and tenacity on the field, now is a key 
player for Inter Miami CF (FC Barcelona). Although often 
recognized as a forward, Messi has also······

KNOT-Simple: 
Which Football club does Lionel Messi play for?
Parametric Memory Answer: FC Barcelona
Counter Memory Answer: Inter Miami CF

KNOT-Explicit
Which sport league does Lionel Messi‘s club participate in?
Parametric Memory Answer: La Liga
Counter Memory Answer: Major League Soccer
Reasoning Chain: 

KNOT-Implicit:
If I’m going to the city Messi lives, where should I go?
Parametric Memory Answer: Barcelona
Counter Memory Answer: Miami
Reasoning Chain:

Member of League

Locate

Residence

Messi Inter Miami CF Major League 
Soccer

Messi Inter Miami CF Miami

Member of

Figure 1: Example questions from KNOT where
knowledge conflicts are resolved via extraction, ex-
plicit reasoning, and implicit reasoning.

how LLMs resolve KNOwledge conflicTs from the
provided document when different levels of rea-
soning skills are required. As illustrated in Fig-
ure 1, each question in KNOT comes with a self-
contained but contradictory document relative to
the parametric knowledge of LLMs. To answer
these questions, LLMs must coordinate the con-
flicting knowledge and may even need to deduce
answers which are contradictory to the knowledge
in their memory by reasoning.

To disentangle the subtle interaction between
reasoning skills and knowledge conflicts, KNOT
divides questions into three categories—KNOT-S,
KNOT-E, KNOT-I—based on the level of reasoning
skills required to reconcile the conflicting knowl-
edge. Simple questions in KNOT-S do not require
reasoning skills but merely the identification of the
conflicting answer from the provided document.
KNOT-E requires explicit reasoning skills by pro-
viding a clear reasoning path that weaves the con-
flicting knowledge directly in the questions. KNOT-
I requires implicit reasoning skills, where LLMs
need to induce the reasoning path implied by the
question, and thereby deduce the answer from the
conflicting knowledge according to the reasoning
path. KNOT provides both a training set and a test

set for KNOT-S, KNOT-E, and KNOT-I.
With KNOT, this work also seek for the em-

pirically best solution for LLMs to reconcile con-
flicting knowledge when different reasoning skills
are required. We conclude conflicting knowledge
resolving strategies into three main categories:
decoding-based (Shi et al., 2023), prompting-
based (Zhou et al., 2023b), and fine tuning-
based (Zhang et al., 2023) methods. To thoroughly
compare their effectiveness, we conduct experi-
ments on commonly used LLMs of different model
sizes and training strategies (i.e., language mod-
els pre-trained only or assistant language models
after alignment tuning).

The primary findings of the experiments include:
(1) Mainstream LLMs are adept at resolving con-
flicting knowledge when no reasoning is required.
However, they struggle to answer questions when
multi-hop reasoning is required, suggesting that
their ability to infer knowledge across multiple inter-
connected facts is not as robust; (2) Training-free
method for knowledge conflicting resolution, i.e.,
prompting-based and decoding-based methods,
are not universally effective. LLMs show sensitiv-
ity to the prompting strategy, thus the prompting-
based method delivers a far-from-ideal outcome
on our dataset. Meanwhile, decoding methods re-
sult in mild amnesia of other background knowl-
edge. In this case, the fallback is fine-tuning LLMs
with our training data. (3) For the complex ques-
tions in KNOT-E and KNOT-I, increasing the model
size of LLMs can improve performance by enhanc-
ing instruction-following capabilities. However, for
implicit reasoning questions in KNOT-I, larger LLMs
tend to answer the question in a shortcut with
their more abundant parametric knowledge, rather
than conduct implicit reasoning from the conflicting
knowledge in the context.

In summary, our contributions are three-fold: (1)
We extend the task of resolving conflicting knowl-
edge by incorporating different levels of reasoning
skills. (2) We construct KNOT, a dataset for test-
ing the reasoning skills in knowledge conflict reso-
lution. (3) Comprehensive experiments on KNOT
provide empirical guidelines for LLMs to resolve
knowledge conflicts.

2. Preliminaries

In this section, we provide definitions for the prob-
ing task designed to resolve knowledge conflicts,
and formulate 3 levels of reasoning skills involved
in dealing with conflicting knowledge.

2.1. Task Definition
KNOT examines the capacity of LLMs to resolve
knowledge conflicts in the form of question answer-
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0.87% (✓)1.26e-7Messi

………

7.83% (✗)3.34e-9Lautaro

………

Member Of

Lionel Messi, the seasoned 
footballer, now is a key player for 
Inter Miami CF (FC Barcelona). 
Although often recognized as a 
forward, Messi has also ……

KNOT-S
Simple Extract
Question Semantics :
(Messi, Member of, ?)
Question: 
Which Football club does Lionel Messi play for?

KNOT-E
Explicit Multi-hop
Question Semantics:
(Messi, Member of, bridge entity, League, ?)
Question:
Which sport league does Messi‘s club participate in?

KNOT-I
Implicit Reasoning
Decomposition Rule:
Residence = Member of + Locate
Question Semantics :
(Messi, Residence, ?)
Question:
If I’m going to the city Messi lives, where should I go?

Question GenerationDocument GenerationKnowledge Saliency Calc.

Wikidata5M:
TransE

PageRank Score

Sampling
Conflicting 
Entity

Ego Network
Sampling

Figure 2: The overall framework for constructing KNOT.

ing with supplemented documents. Specifically,
we define KNOT = {(q, {ai} , d)}, where q repre-
sents the natural language question. {ai} consti-
tutes the set of correct answer, with each ai be-
ing an alias of the correct answer. d denotes the
supplemented document containing the necessary
knowledge k ∈ d for the question.

The necessary knowledge k ∈ d can be repre-
sented as a triple k = (h, r, t), which contradicts
the memory of LLMs. For example, in Figure 1,
k = (Messi, Member of, Inter Miami CF). This
contradicts with the memory of LLMs, which stores
k′ = (Messi, Member of, FC Barcelona).

We provide the document d and question q as in-
put, and assess whether LLMs output correct an-
swer: LLMs(d, q) ∈ {ai}. LLMs make mistakes
when they persist in utilizing the knowledge k′ in
their memory instead of switching to use k ∈ d.

2.2. Reasoning Skills

KNOT assigns reasoning skills into 3 levels. For
questions in KNOT-S, the answer entity is an ele-
ment of the knowledge k. For example, the KNOT-
S question in Figure 1 is the tail entity of k. For
questions in KNOT-E and KNOT-I, the answer does
not directly appear in the document, but requires
a multi-hop reasoning process involving k as one
of the steps. The difference between KNOT-E and
KNOT-I is that explicit questions depict the reason-
ing path, while implicit questions require LLMs to
decompose questions into the reasoning path.

3. KNOT Construction

KNOT is constructed in three steps, as shown in
Figure 2. First, we calculate the saliency score
of each entity in the knowledge base (KB). Next,
we create documents containing conflicting knowl-
edge around salient entities. Finally, we gener-
ate questions based on the previously constructed
documents and the knowledge triples in the KB.

3.1. Knowledge Saliency Calculation

As LLMs are trained on large-scale corpora, they
tend to have a better memory of more important
parts of knowledge (Petroni et al., 2019). Thus, it
is more challenging for LLMs to reconcile facts that
conflict with salient knowledge. To this end, we
construct the questions in KNOT around the most
salient knowledge. We apply the PageRank algo-
rithm (Brin and Page, 1998) on Wikidata5M (Wang
et al., 2021), a subset of Wikidata consisting of all
entities in Wikipedia before 2021, and use PageR-
ank values for entities as their saliency measure.

3.2. Conflicting Document Construction

We construct documents to present knowledge
that conflicts with that stored in the parameters of
LLMs. To this end, we first sample ego networks
from the KB and then convert these networks into
documents using a data-to-text approach.

Ego Network Sampling. The ego network is
sampled with the following criteria to ensure the
saliency of its provided knowledge: (1) The focal
node entities are sampled from the top 1% salient
entities, i.e., entities with PageRank score higher
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than 99% of other entities; (2) The first-hop neigh-
bors of the focal node entities are sampled from
the top 20% salient entities.

Next, we randomly select an entity e from the
ego network and replace it with a different entity
as the conflicting entity. To obtain highly confus-
ing conflicting entities, we employ TransE (Bordes
et al., 2013) to sample an entity e′ that is most sim-
ilar to the selected entity. We then swap e with the
conflicting entity e′ from the ego network. To keep
the ego network self-contained, e is chosen from
the dangling entities that are only connected to the
focal node entity. This process ensures that only
one knowledge triple that conflicts with the mem-
ory of LLMs is introduced into the ego network.

Document Generation. Given that LLMs
present a remarkable ability to generate coherent
and fluent continuations of a prompt, we leverage
LLMs to perform data-to-text conversion based on
the previously constructed ego networks. Specif-
ically, we follow Xie et al. (2022) and transform
the knowledge-conflicting ego network into sets of
triples. We prompt gpt-3.5-turbo1 to generate
documents with more than 100 words according to
these triples.

3.3. Question Generation
Finally, we generate questions for KNOT, whose
answers require the coordination of conflicting
knowledge within the provided documents. Each
question has a topic entity et, which is the topic
of the natural language question, and an an-
swer entity ea, which serves as the correct an-
swer. The question is generated by prompting
gpt-3.5-turbo with prototypical questions as
demonstrations (Yao et al., 2023). In this section,
we introduce how we select et and ea, and how we
design prototypical questions for KNOT-S, KNOT-E,
and KNOT-I.

KNOT-S. The semantics of the simple questions
in KNOT-S are equivalent to a link prediction query
(et, r, ?) for KB (Rossi et al., 2021). In particular,
the triple (et, r, ea) is contained in the ego network
and is thus inherited by the document. We choose
et to be either the focal entity or the conflicting en-
tity in the ego network, and ea as its counterpart.
The questions are generated by mimicking ques-
tions like “Which entity has relation r with et?”

KNOT-E. The semantics of the questions requir-
ing explicit reasoning in KNOT-E are equivalent to
multi-hop reasoning queries (Yang et al., 2018), in
the form (et, r1, eb, r2, ?), where eb is the bridge en-
tity. Here, we require et and eb to be either the focal
entity and the conflicting entity, or vice versa. ea
is an entity in Wikidata5M but does not belong to

1https://platform.openai.com/docs/models/gpt-3-5.

the ego network. The demonstration questions re-
semble “Which entity has relation r2 with the entity
that has relation r1 with et?”. To answer a question
from KNOT-E, LLMs need to extract the conflicting
knowledge (et, r1, eb) from the document, and re-
call (eb, r2, ea) from its parameters to reach ea.

KNOT-I. The semantics of questions that require
implicit reasoning in KNOT-I are equivalent to a
triple queries (et, r, ?), while r can be further de-
composed into r = r1 + · · · + rn (Geva et al.,
2021; Yao et al., 2023). Thus, the triple query
entails a multi-hop reasoning path in the form
(et, r1, eb, · · · , rn, ?). We assign one of et and eb
to be the conflicting entity and the other to be the
focal entity of the ego network. For relation de-
composition, we use BIMR (Lv et al., 2021), which
provides high-quality decomposition rules from hu-
man annotation. The questions are generated by
mimicking the same question template similar to
KNOT-S.

As (et, r, ea) is not contained in the provided doc-
ument,b LLMs need to first decompose the ques-
tion into multi-hop reasoning path and then reach
the answer entity accordingly to answer these
questions. It should be noted that directly recall-
ing (et, r, ea) from memory will lead to an incorrect
answer, as this shortcut process does not utilise
conflicting knowledge (et, r1, eb).

3.4. Human Annotation

To prevent potentially ill-generated data points
and reduce the bias towards question-generating
model (a.k.a., gpt-3.5-turbo), we employ hu-
man annotators to (1) filter out low-quality data
points and (2) annotate questions answers with
chain-of-thoughts (rationales) (Wei et al., 2022).

Particularly, for human filtering, we ask the an-
notators to check from two aspects: (1) whether
the document contains the conflicting knowledge
k′ by demand; (2) whether the question is faithful to
the given prototypical question. After filtering, 8.0%
questions are discarded due to their low-quality.

For annotating question answers, we ask hu-
man annotators to answer the question and pro-
vide their rationale on how conflicting knowledge
from the text and their memories are combined
and resolved to infer the final answer.. Meanwhile,
to obtain rationales with various syntax structures,
we manually construct 20 templates (e.g., We can
infer from the text that · · · ; The author articulates
the idea that · · · ; etc.) as reference for our anno-
tators. We also allow human annotators to reject
a question when they believe the given question
cannot be answered based on the given document.
This further filters out a small portion of low-quality
data points. The annotated data are used in the
training set.
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Split KNOT-S KNOT-E KNOT-I

#Questions for evaluation 3, 887 1, 136 510
A.S. of Topic Entity 8.66 7.51 5.86
A.S. of Answer Entity 0.83 0.19 0.18
A.S. of Answer in Memory 0.56 0.18 0.19
Average Reasoning Hops 1 2 2.7

#Questions for training 603 190 26

Table 1: The overall statistics of KNOT. A.S stands
for average saliency ranking in percentile.
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Figure 3: Accuracy of LLaMA-2-70B-Chat with
regard to question topic entity saliency on KNOT
without providing the documents. The accuracy is
positively correlated with the saliency.

3.5. Dataset Analysis

General Statistics: Table 1 shows the general
statistics of KNOT. From a saliency perspective,
all the entities directly related to the questions in
KNOT are among the top 10% salient entities, en-
suring quality of the corresponding knowledge re-
membered by LLMs. From the perspective of rea-
soning paths, the hop number of the reasoning
chain of the question in KNOT-S and KNOT-E to an-
swers is fixed. However, for the questions in KNOT-
I, the hop number of the corresponding reasoning
chains is dynamic, with an average of 2.70. There-
fore, this indicates that a higher level of knowledge
utilization skills are required.

Consistency between saliency and paramet-
ric knowledge. To investigate whether salient
knowledge act as a good proxy for the parametric
knowledge of LLMs, we evaluate the performance
of LLaMA-2-70B-Chat (Touvron et al., 2023b) on
KNOT without providing the documents. In this way,
the model can only rely on its memory to answer
the questions. As figure 3 shows, the accuracy
of LLaMA-2-70B-Chat increases as the topic en-
tity becoming more salient, which testifies that the
saliency of entities in Wikidata5M is highly corre-
lated with the memory of mainstream LLMs.

4. Experiment Setup

In this section, we introduce the evaluated model
and the evaluated knowledge conflict resolving
methods. We also setup the evaluation metric.

4.1. Implemented Models
We split evaluated LLMs into two categories:
(1) Pre-trained Only LLMs, including encoder-
decoder models—UL2 (20B) (Tay et al., 2023)—
and decoder-only models—GPT-J (6B) (Wang
and Komatsuzaki, 2021), GPT-NeoX (20B) (Black
et al., 2022), LLaMA (7B, 13B, 30B, 65B) (Tou-
vron et al., 2023a) and LLaMA-2 (7B, 13B, 70B)
(Touvron et al., 2023b). (2) Assistant LLMs,
which are further fine-tuned to align to human
instructions, including Flan-T5 (11B), Flan-UL2
(20B) (Chung et al., 2022), GPT-JT (6B) (Com-
puter, 2022), GPT-NeoXT-Chat-Base (20B) (Com-
puter, 2023), Alpaca (7B,13B) (Taori et al., 2023),
Vicuna (7B,13B) (Chiang et al., 2023), Tulu
(7B,13B,30B) (Wang et al., 2023), LLaMA-2-Chat
(7B, 13B, 70B) (Touvron et al., 2023b), and
variants of InstructGPT (Ouyang et al., 2022).
They are denoted as text-curie-001 (6.7B),
text-davinci-002 (175B), gpt-3.5-turbo 2,
and text-davinci-003 (175B).

We evaluate the overall performance of these
LLMs in the setting of one-shot prompting. Spe-
cially, we prepare 10 human-annotated examples
for each level of KNOT. To mitigate the sensitivity of
example selection in in-context learning of LLMs,
we randomly choose one example for each data
in KNOT. As one-shot prompting prevents LLMs
from learning knowledge conflict resolution skills
from more than 1 training data, the achieved per-
formance approximates the intrinsic capacity to re-
solve knowledge conflicts.

4.2. Evaluation Metric
Considering the flexibility of the output of LLMs,
The prediction is marked correct when it matches
any of the aliases of the answer entity from Wiki-
data. We use accuracy as the evaluation metric.

In particular, to validate the feasibility of this
metric, we randomly sample 100 questions from
KNOT and corresponding answers from 22 differ-
ent LLMs. Then we ask human annotators to label
the correctness of the answers. We calculate the
correlation between human-evaluation score and
the proposed alias-based evaluation accuracy for
each LLMs with regard to the sampled questions.
The correlation coefficient is 0.87, which indicates
that the automatic score is a good estimation for
model performance in our task.

2The model size of gpt-3.5-turbo is unclear.
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5. Results and Analysis

5.1. Overall Results
We report one-shot prompting accuracy in Ta-
ble 2 as the overall results, which keeps the mini-
mum volume of exposed training data to the LLMs.
Overall, we have 3 observations: (1) Mainstream
LLMs, especially LLaMA-2-Chat and InstructGPT
variants, achieve satisfactory results on KNOT-S,
which indicates that LLMs have the capacity to ex-
tract conflicting knowledge directly. (2) However,
performance drops by a large margin when rea-
soning with conflicting knowledge in KNOT-E and
KNOT-I is required, which suggests that advanced
utilization of conflicting knowledge is still challeng-
ing for LLMs. (3) Compared to pre-trained only
LLMs, i.e., LLaMA, LLaMA-2, GPT-J, GPT-NeoX,
UL2 and T5, their counterpart assistant models
i.e., Alpaca, LLaMA-2-Chat, GPT-JT, GPT-NeoXT,
Flan-UL2 and Flan-T5, promise an improvement
in performance, due to their better understanding
of the instructions, which requires utilizing the sup-
plemented document.

Intriguingly, we find that the 13B variant of
LLaMA and LLaMA-2 performs worse than the 7B
variant. By further examining the output from 13B
variants, we find that they prefer continuing asking
similar questions to answering the question. This
observation indicates that scaling up pre-trained
only LLMs can enhance the ability to continue writ-
ing, but the level of knowledge mastery is not guar-
anteed to improve accordingly, nor are the task-
solving and instruction-following abilities. By con-
trast, this is not observed in Alpaca-13B, Vicuna-
13B,Tulu-13B and LLaMA-2-13B-Chat which sug-
gests that instruction alignment tuning helps to re-
solve knowledge conflicts by improving the ability
to follow instructions.

Moreover, although Flan-T5 and Flan-UL2
present competitive performance on KNOT-S, they
fall short of other assistant language models on
KNOT-I. This is because Flan-T5 and Flan-UL2 are
fine-tuned with existing datasets such as Common-
senseQA (Talmor et al., 2019), while the instruc-
tion datasets of Alpaca and Vicuna are generated
from analogous or real dialog between human and
LLMs, which is more diverse. Therefore, it is nec-
essary to diversify instruction datasets.

5.2. Conflicting Knowledge Resolving
Methods Analysis

We thoroughly explore 3 main existing conflict-
resolving aspects, Prompting, Decoding and
Fine-tuning.

Prompting is the most common way to fit LLMs
into down-stream tasks as it is straightforward and
easy to use. In terms of the conflicting knowledge

Type LLM KNOT-S KNOT-E KNOT-I

Pr
e-

tra
in

ed
O

nl
y

UL2 52.66 13.03 3.33
GPT-J 48.57 29.84 18.63
GPT-NeoX 55.65 30.72 20.39
LLaMA-7B 64.19 38.20 21.18
LLaMA-13B 49.65 27.20 17.45
LLaMA-30B 70.36 40.49 23.33
LLaMA-65B 67.89 38.82 24.51
LLaMA-2-7B 63.88 35.65 20.59
LLaMA-2-13B 77.18 42.52 24.51
LLaMA-2-70B 59.63 32.75 20.20

As
si

st
an

t
LL

M
s

Flan-T5-XXL 85.95 40.67 15.69
Flan-UL2 84.23 46.48 15.29
GPT-JT 60.59 32.57 17.25
GPT-NeoXT 70.03 38.73 27.65
Alpaca-7B 82.74 46.83 29.22
Alpaca-13B 85.82 43.75 28.82
Vicuna-7B 75.92 42.43 26.67
Vicuna-13B 84.20 46.30 25.29
Tulu-7B 86.72 51.50 27.06
Tulu-13B 87.34 53.26 26.67
Tulu-30B 89.61 53.61 24.31
LLaMA-2-7B-Chat 90.66 50.18 28.82
LLaMA-2-13B-Chat 91.66 53.43 35.88
LLaMA-2-70B-Chat 94.93 58.54 38.24

text-curie-001 74.22 42.96 29.41
text-davinci-002 87.45 55.02 30.59
gpt-3.5-turbo 83.66 34.95 10.20
text-davinci-003 95.11 63.56 35.49

Table 2: One-shot prompting results on KNOT. All
the results are presented in accuracy (%).

LLMs KNOT-S KNOT-E KNOT-I

In
st

r+
O

pi
n LLaMA-7B 57.0 (− 7.2) 40.9 (+ 2.7) 17.7 (− 3.5)

Alpaca-7B 78.2 (− 4.6) 46.8 ( 0.0) 26.1 (− 3.1)
Vicuna-7B 32.6 (−43.4) 25.0 (−17.4) 12.9 (−13.7)

Tulu-7B 83.5 (− 3.3) 47.6 (− 3.9) 26.3 (− 0.8)
Tulu-13B 88.8 (+ 1.5) 46.8 (− 6.5) 26.7 ( 0.0)

In
st

r+
At

tr LLaMA-7B 63.0 (− 1.2) 41.7 (+ 3.5) 20.8 (− 0.4)
Alpaca-7B 81.4 (− 1.4) 48.7 (+ 1.9) 25.7 (− 3.5)
Vicuna-7B 43.2 (−32.8) 34.5 (− 7.9) 12.4 (−14.3)

Tulu-7B 82.6 (− 4.1) 49.6 (− 1.9) 24.1 (− 2.9)
Tulu-13B 88.2 (+ 0.9) 46.9 (− 6.3) 24.7 (− 2.0)

Table 3: Accuracy (%) with prompting strategies.
We show absolute accuracy changes compared
with results from Table 2 in parenthesis.

resolving task, Zhou et al. design two elaborated
prompting strategies to improve the ability of LLMs
to handle knowledge conflicting problem.

Decoding is a more subtle way to control the
output of LLMs compared to prompting. Some
previous work (Welleck et al., 2019b, 2020) has
proved text generated with proper decoding strate-
gies like beam-search to be more fluent. For re-
solving conflicting knowledge, Shi et al. (2023) re-
cently propose Context Aware Decoding (CAD)
by calibrating the output logits, which forces LLMs
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LLMs KNOT-S KNOT-E KNOT-I

LLaMA-7B 66.5 (+2.3) 37.1 (−1.1) 9.2 (−12.0)
Alpaca-7B 82.7 ( 0.0) 50.3 (+3.4) 20.4 (− 8.8)
Vicuna-7B 77.3 (+1.4) 41.6 (−0.8) 18.8 (− 7.9)
Tulu-7B 87.7 (+0.9) 42.9 (−8.6) 11.4 (−15.7)
Tulu-13B 91.5 (+4.2) 44.3 (−9.0) 15.9 (−10.8)

Table 4: Accuracy (%) with context-aware decod-
ing. We show absolute accuracy changes com-
pared with results from Table 2 in parenthesis.

to pay more attention to the provided document.
Fine-Tuning is the most direct way to change

the behaviour of LLMs. Recent studies (Zhou et al.,
2023a) point out that a small-scale well-curated su-
pervised training dataset is enough to teach mod-
els to produce high quality output. Following this
idea, we fine-tune LLMs on the training set.

5.2.1. Prompting Analysis

We use regular question answering prompting
(read the passage and answer the following ques-
tion) as the baseline methods. We report the per-
formance of two prompting strategies proposed by
Zhou et al. (2023b) (i.e., Instr+Opin and Instr+Attr)
as well as their absolute performance improve-
ment w.r.t. baseline prompt in Table 3.

The results do not present a promising improve-
ment in performance. We argue that the reason
is that LLMs are sensitive to the prompting strat-
egy. One well-designed strategy on one dataset
may not be suitable for another dataset. The huge
performance drop of Vicuna-7B indicates that for
the dialogue assistant LLMs, which are fine-tuned
with specific prompt templates, have difficulties in
adopting our prompt strategy directly.

5.2.2. Decoding Strategy Analysis

We use greedy search as the baseline decoding
strategy to examine the effectiveness of context-
aware decoding (Shi et al., 2023). The perfor-
mance of CAD and its absolute improvement is
shown in Table 4.

The results show that CAD helps LLMs to trust
the supplement document and achieve better per-
formance in KNOT-S. However, we hypothesize
that CAD diminishes LLMs’ ability to access intrin-
sic knowledge. When the question requires both
the conflicting knowledge, and related information
in the memory, as required by KNOT-E and KNOT-
I, performance drops inevitably. The experiment
results testifies our hypothesis.

LLMs KNOT-S KNOT-E KNOT-I

LLaMA-7B 90.1 (+25.9) 60.2 (+22.0) 32.0 (+10.8)
Alpaca-7B 92.5 (+ 9.8) 59.2 (+12.4) 32.2 (+ 2.9)
Vicuna-7B 94.6 (+18.6) 60.0 (+17.6) 32.9 (+ 6.3)
Tulu-7B 90.2 (+ 3.4) 54.1 (+ 2.6) 27.5 (+ 0.4)
Tulu-13B 93.5 (+ 6.2) 56.7 (+ 3.4) 31.2 (+ 4.5)

Table 5: Accuracy (%) and their absolute changes
(compared with Table 2) after fine-tuning.

5.2.3. Fine-Tuning Analysis

Previous analysis show that there is no silver bullet
that resolves knowledge conflicts with LLMs with-
out fine-tuning. In order to further address the
issue of knowledge conflicts that LLMs may en-
counter, we employ human annotated data to fine-
tune LLMs to resolve knowledge conflicts.

Fine-Tuning Setup. The general purpose of
fine-tuning LLMs with the annotated data is two-
fold. (1) To enable LLMs to understand instruc-
tions to resolve knowledge conflicts; (2) To enable
LLMs to generate rationale as the chain-of-thought
in more complicated reasoning.

To prevent catastrophic forgetting, we mix the
fine-tuning dataset with Wikitext (Merity, 2016) and
other supervised fine-tuning dataset, e.g., Alpaca
dataset (Taori et al., 2023). Finally, we fine-tune
the 7B version of LLaMA, Alpaca, Vicuna, and Tulu
on the mixed data. We train these models for two
epochs at a learning rate of 2× 10−5. We use 3%
of the total training steps for linear learning rate
warmup and adopt a linear learning rate decay.

Fine-Tuning Results. The experiment results
after fine-tuning LLMs are shown in Table 5.
Generally, a promising performance improvement
from the extra training process can be observed.
LLaMA-7B has more performance gain compared
with the assistant LLMs. It even reaches a com-
parable capability to resolve knowledge conflicts
with complicated reasonings. Moreover, after fine-
tuning, Vicuna-7B reaches a comparable result
with LLaMA-2-70B-Chat in Table 2, indicating the
role of fine-tuning relatively small scale models in
resolving knowledge conflicts as the fallback.

5.3. Effect of Reasoning Types
We aim to understand how LLMs react differently
to conflicting knowledge across 3 tasks: direct ex-
traction in KNOT-S, explicit reasoning in KNOT-E,
and implicit reasoning in KNOT-I. To this end, we
evaluate the tendency of LLMs to rely on their in-
herent parametric knowledge k′ versus adapting to
the conflicting knowledge k provided in the context.
Particularly, we denote the set of aliases of answer
to the question when consider parametric knowl-
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LLMs KNOT-S KNOT-E KNOT-I

LLaMA-2-7B 0.76 14.79 15.69
LLaMA-2-13B 1.22 14.00 15.88
LLaMA-2-70B 0.65 13.83 14.90
LLaMA-2-7B-chat 0.42 14.88 18.24
LLaMA-2-13B-chat 0.53 13.47 23.33
LLaMA-2-70B-chat 0.57 13.38 28.24

Table 6: The Accuracy (%) of LLMs w.r.t {a′i} on
KNOT. {a′i} is the set of aliases of answer to the
question when the parametric knowledge k′ is con-
sidered, rather than the conflicting knowledge k.

edge k′, as {a′i}. Following the same metric we
introduce in Section 4.2, we evaluate the accuracy
of LLM with regard to {a′i}. This accuracy score
thus reflects LLMs’ tendency for shortcut reason-
ing based on their parametric knowledge, rather
than carefully reading the conflicting knowledge to
deduce the answer accordingly.

Our analysis includes both pre-trained only
LLMs (LLaMA-2-7B, LLaMA-2-13B and LLaMA-2-
70B) and assistant LLMs that are further devel-
oped with Reinforcement Learning from Human
Feedback (RLHF) (LLaMA-2-7B-chat, LLaMA-2-
13B-chat and LLaMA-2-70B-chat) under one-shot
setting, with results presented in Tables 6. There
are three main observations:

Knowledge conflicting with direct extraction
is almost resolved by mainstream LLMs. As in
Table 6, LLaMA-2-13B displays the highest score,
1.22, in answering the question directly based on
parametric knowledge on KNOT-S. Meanwhile, the
accuracy of all the RLHF variants of the LLaMA-
2 surpass 90%, as shown in Table 2. These re-
sults imply that LLMs, especially assistant LLMs,
are able to resolve knowledge conflicts with direct
extraction. This is because direct extraction only
requires LLMs to extract the answer from the con-
text, which is a common align task in developing
assistant LLMs. Therefore, LLMs are able to ex-
tract the conflicting knowledge k from the context
and ignore the parametric knowledge k′.

Resolving conflicting knowledge with com-
plex reasoning requirement stimulates LLMs
to stick to their parametric knowledge. We hy-
pothesize that LLMs, instead of performing com-
plex reasoning, tend to find a shortcut to answer
the question, which is to sticking to their paramet-
ric knowledge k′. It is obvious from Table 2 that
the accuracy of LLMs on KNOT-E and KNOT-I is
significantly lower than that on KNOT-S. Since the
answer of KNOT-E and KNOT-I does not appear in
the context, LLMs are required to perform complex
reasoning to find conflicting knowledge k as clues
to answer the question. Meanwhile, both KNOT-E
and KNOT-I have a higher chance than KNOT-S in

generating e′a as the answer, as shown in Table 6.
These phenomena validate our hypothesis.

The impact of scaling up LLMs is double-
edged: While the stickiness to parametric
knowledge mildly alleviates in KNOT-E, it exac-
erbates in KNOT-I. As shown in Table 6, the accu-
racy of LLMs w.r.t the answer {a′i} from paramet-
ric knowledge k′ decreases as the size of LLMs
increases for KNOT-E, but increases for KNOT-I.
This phenomenon mainly roots in the difference
between explicit and implicit reasoning skills. Al-
though KNOT-E and KNOT-I share the feature that
answers cannot be directly extracted from their
context, questions in KNOT-E provide explicit rea-
soning paths, while KNOT-I calls for LLMs to seek
out the reasoning path by themselves. As size es-
calates in LLMs, they are more capable of follow-
ing reasoning path provided in questions. There-
fore, the accuracy w.r.t {a′i} decreases as the
size of LLMs increases for KNOT-E. Meanwhile, as
LLMs increase in size, they accumulate paramet-
ric knowledge, which fosters their inclination to find
shortcuts to answer in KNOT-I, instead of seeking
the reasoning path by themselves, which shows
more complexity.

6. Related Works

There are mainly two threads of works focusing on
conflicting knowledge. One thread identifies var-
ious tasks associated with conflicting knowledge,
while the other thread concentrates on context-
faithful generation with the presence of conflicting
knowledge.

Conflicting Knowledge Tasks. Research into
knowledge conflicts can be traced back to stud-
ies on backdoor attacks, where LLMs are sus-
ceptible to errors when provided conflicting knowl-
edge (Niu and Bansal, 2018; Kassner et al., 2021;
Du et al., 2022). More recently, knowledge con-
flicts, which has been demonstrated by entity con-
flicting (Longpre et al., 2021) or relation conflict-
ing (Zhou et al., 2023b) in the form of question
answering (Pan et al., 2021), stands in the spot-
light. This also occurred in downstream applica-
tions, such as knowledge-grounded dialogue sys-
tems (Zhang et al., 2023). However, these works
often neglect the necessity of complex reasoning
processes with conflicting knowledge.

Context-faithful Generation is a number of
strategies adopted to resolve conflicting knowl-
edge in generative LLMs. One strategy is con-
straint decoding, where LLMs generate answers
from a constrained dictionary (Post and Vilar,
2018; Welleck et al., 2019a; Nye et al., 2021).
Prompting-based methods design sophisticated
prompt templates to persuade LLMs to adhere
faithfully to the provided document (Si et al., 2022;
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Zhou et al., 2023b). Decoding-based methods
modify the output logits of each generated to-
ken conditioned on the provided documents (Shi
et al., 2023; Chen et al., 2022). However, context-
faithful generation methods only take effect when
advanced reasoning is not required.

7. Conclusion and Future Directions

This paper introduces KNOT, a dataset designed
to examine conflicting knowledge resolution capa-
bility when advanced reasoning skills are required.
The dataset does not just assess the ability to ex-
tract counter-parameter knowledge, but also eval-
uates the capacity to reason with conflicting knowl-
edge. We conduct evaluation on mainstream
LLMs alongside existing methods for resolving
knowledge conflicts, culminating in guidelines for
selecting an appropriate solution for knowledge
conflict resolution.

In the future, we will explore a broader range of
knowledge conflicting scenarios, such as counter-
commonsense knowledge. Apart from fine-
tuning, we are also interested in developing more
lightweight solutions to resolve knowledge con-
flicts in a more general condition.

Code and Data Availability Statement

The artifacts associated with this paper include
both datasets and experiment codes.

For dataset construction, it is desirable to enable
humans to generate the documents and to gener-
ate the questions. However, this approach is ex-
tremely time-consuming and labor-intensive. To
strike a balance between cost and quality, we em-
ploy human annotators to label the training data
and filter out low-quality data points for the test set.
As we demonstrate in Section 4.2, evaluation re-
sults on the automatically generated data are con-
sistent with human evaluation, satisfying our re-
quirements. Thus, the whole dataset include (1)
automatically generated dataset; (2) human anno-
tated dataset; and (3) human filtered dataset.

Our codes include scripts that are used to gener-
ate data, and codebases that are used to establish
the initial baselines.

Per the request of anonymous protocol, we
will release both the automatically generated
dataset, human annotated dataset, and human fil-
ter dataset as soon as this paper is accepted after
the reviewing process.

Ethical Consideration

We primarily focus on two ethical issues: the
treatment of annotators and the usage of data re-
sources.

For the treatment of annotators, they are all
students undertaking post-secondary educations.
The annotator work is conducted in their part-time.
We provide hourly wages that meet the local av-
erage for data work, ensuring equal pay for equal
work across all employees.

Data resources include both the checkpoint of
models and the training data. We use these data
in accordance with the requirements of the data
providers, and this research has no commercial in-
tentions. The usage of this portion of data is purely
for academic purposes.

Limitations

We would like to highlight that our data annotation
process relies on the help of gpt-3.5-turbo. Al-
though it has been shown to be effective in the
synthesis of datasets by appropriately prompting
large language models (Taori et al., 2023; Chiang
et al., 2023), there are also observations pointing
out that this could potentially introduce bias. To
resolve this bias, we hire and train a group of an-
notators with secondary education experience to
filter out low-quality data and construct 850 dataset
from scratch (which means they are generated by
human rather than LLMs).
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A. Prompts for Data Construction

A.1. Document Generation
We use the following prompt to generate document
from the ego network.

INSTRUCTION: Image you are a journalist. And you are given
some semantic triples from Wikidata about one specific topic. And
you are planning to write one short passage provided to your
reader based on the information that these semantic triples. As
its name indicates, a semantic triple is a set of three entities that
codifies a statement about semantic data in the form of subject–
predicate–object expressions (e.g., ”Bob is 35”, or ”Bob knows
John”). Your task is to convert these semantic triples into a con-
cise and coherent passage with approximately 200 words to help
your readers understand the specific topic.
Attention 1: In the resulting passage, DO NOT USE any text di-
rectly contains entity, semantic triple, or Wikidata, etc.
Attention 2: In the resulting passage, all the statements presented
in the given semantic triples should be included.
Attention 3: If there is any counterfactual info contained in the
given semantic triples, you should just accept it and faithfully de-
scribe this counterfactual info. DO NOT USE any words like ”in-
teresting”, or ”surprising” to indicate this info is counterfactual to
passage readers.

INPUT:
Semantic Triples From Wikidata:
(Lionel Messi, place of birth, Rosario)
(Lionel Messi, sex or gender, male)
(Lionel Messi, date of birth, 24 June 1987)
(Lionel Messi, member of sports team, Inter Miami CF)
(Lionel Messi, occupation, Footballer)
(Lionel Messi, position played on team / speciality, Forward)
(Lionel Messi, position played on team / speciality, Midfielder)
(Lionel Messi, award received, Ballon d’Or)
(Lionel Messi, award received, FIFA World Player of the Year)
(lionel Messi, sponsor, Adidas)

OUTPUT: Lionel Messi, hailing from the city of Rosario, was born
on the 24th of June, 1987. This seasoned footballer, known for his
exceptional skills and tenacity on the field, is now a key player for
Inter Miami CF. Although predominantly recognized as a forward,
Messi has also showcased his versatility by frequently occupying
the midfielder position. The Argentine star’s performance over the
years has not gone unnoticed. His trophy cabinet includes acco-
lades such as the Ballon d’Or and the FIFA World Player of the
Year, testifying to his profound impact on the sport. Besides his
sports-related commitments, Messi has also embarked on com-
mercial ventures, endorsing global brands like Adidas. His endur-
ing legacy continues to influence and reshape the world of foot-
ball.

Table 7: The instruction and an example of Docu-
ment Generation

A.2. Question Generation
A.2.1. Question Generation for KNOT-S and

KNOT-I

As questions in both KNOT-S and KNOT-I are equiv-
alent to a triple query, we use the following prompt
to generate these questions.

INSTRUCTION: A semantic triple describe the relation between one
head entity and one tail entity. For example, Job Biden -> na-
tive language -> English is one semantic triple which means Job
Biden (head entity)’s native language (relation) is English (tail en-
tity), now you are given one incomplete semantic triple where the
tail entity is missing and one hint which would tell what all the pos-
sible missing entity is. your task is to design 5 questions based
on the given semantic triple and the hint to find out the missing tail
entity. Notice: the given hint could be utilized to design more ac-
curate questions with respect to the given possible missing entity,
but any part of the hint should not be contained in the generated
question!
Example:
Input: incomplete semantic triple: Faiyum -> located in the admin-
istrative territorial entity (the item is located on the territory of the
following administrative entity.) -> missing entity Hint: the missing
entity is ”Egypt”
Output:
1. Which country is Faiyum a part of?
2. What is the sovereign state that contains Faiyum?
3. Faiyum is in which country?
4. In which country would I be if I was visiting Faiyum?
5. If I were to send a letter to Faiyum, which country’s name
should I write on the envelope?
Example 2:

INPUT: incomplete semantic triple:Paradise ->Country (sovereign
state that this item is in (not to be used for human beings)) ->
missing entity

OUTPUT:
1. Which sovereign state does Paradise belong to?
2. Is Paradise located in a province or a territory of Canada?
3. What is the name of the country where Paradise is located?
4. Which country has Paradise as a part of its sovereign state?
5. If I were to travel to Paradise, which country would I need to
visit

Table 8: The instruction and an example of One
hop question generation.
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A.2.2. Multi-hop question generation for
KNOT-E

We use the following prompt to generate questions
explicitly stating multiple hops in KNOT-E.

INSTRUCTION: You are given one multi-hop reasoning chain over
Wikidata. This chain is related to a multi-hop KGQA question.
Your task is to generate several multi-hop KGQA questions in nat-
ural language based on the given multi-hop reasoning chain.
Input 1: Michel Verne -> place of birth (P19) -> Middle Entity ->
country (P17) -> Answer Entity
Output 1:
1. Which country does Michel Verne’s birth city belong to?
2. In which country can we find the city where Michel Verne was
born
3. To which country is the city of Michel Verne’s birthplace asso-
ciated with?
4. The city where Michel Verne was born is in which country?
5. What is the nationality of the country where Michel Verne was
born?
Input 2: Buick LaCrosse -> brand (P1716) -> Middle Entity -> lo-
cation of formation (P740) -> Answer Entity
Output 2:
1. In which city was the company that created the Buick LaCrosse
brand established?
2. What is the city of origin of the brand associated with the Buick
LaCrosse?
3. The brand that owns Buick LaCrosse was formed in which city?
4. Where was the company that produced the Buick LaCrosse
initially established?
5. The Buick LaCrosse is from a brand that was formed in what
city?

INPUT 3: Lionel Messi -> Member of sports team (P54) -> Middle
Entity -> League (P118) -> Answer Entity

OUTPUT 3:
1. What league is Lionel Messi’s sports team a part of?
2. In which league does Lionel Messi’s sports team compete?
3. To which league does the sports team Lionel Messi belongs to
belong?
4. Which league is associated with Lionel Messi’s sports team?
5. What is the name of the league that Lionel Messi’s sports team
plays in?

Table 9: The instruction and an example of Two
hop question generation.

B. Prompts for Model Evaluation

B.1. Prompt Template for InstructGPT
variants, LLaMA, GPT-J, GPT-JT,
and GPT-NeoX

For pre-trained only models, they are not aligned
to a specific format of instructions. We use a uni-
fied prompting template for InstructGPT variants,
LLaMA, GPT-J, GPT-JT, and GPT-NeoX.

INSTRUCTION:
read the passage and answer the question. You
may do some analysis on the passage and
question before answering. But you should di-
rectly give out in the answer in the end and in
the form of answer.

EXAMPLES:
Passage: [[example_passage_1]]
Question: [[example_question_1]]
Answer: [[example_answer_1]]
...

EXAMPLE K+1: Passage: [[passage]]
Question: [[question]]
Answer:

Table 10: Prompt template for InstructGPT vari-
ants, LLaMA, GPT-J, GPT-JT, and GPT-NeoX.
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B.2. Prompt Template for Alpaca
We use the format in the supervised fine-tuning
data of Alpaca (Taori et al., 2023).

INSTRUCTION:
Below is an instruction that describes a task,
paired with an input that provides further con-
text. Write a response that appropriately com-
pletes the request.
### Instruction: Instruction: Read the passage
and answer the question. You may do some
analysis on the passage and question before
answering. But you should directly give out in
the answer in the end and in the form of answer.

EXAMPLES:
### Input 1: Passage: [[example_passage_1]]
Question: [[example_question_1]]
### Response 1: Answer: [[exam-
ple_answer_1]]
...
### Input K:
Passage: [[example_passage_K]]
Question: [[example_question_K]]
### Response K:
Answer: [[example_answer_K]]

EXAMPLE K+1:
### Input K+1 Passage: [[passage]]
Question: [[question]]
### Response K+1:

Table 11: Prompt template for Alpaca.

B.3. Prompt Template for Vicuna
We use the format in the supervised fine-tuning
data of Vicuna (Chiang et al., 2023).

INSTRUCTION:
A chat between a curious user and an artificial
intelligence assistant. The assistant gives help-
ful, detailed, and polite answers to the user’s
questions. USER: Read the passage and an-
swer the question. You may do some analysis
on the passage and question before answering.
But you should directly give out in the answer in
the end and in the form of answer. ASSISTANT:
OK, I got it.</s>

EXAMPLES:
USER: Passage: [[example_passage_1]]
Question: [[example_question_1]] ASSIS-
TANT: Answer: [[example_answer_1]]</s>
...
USER: Passage: [[example_passage_K]]
Question: [[example_question_K]] ASSIS-
TANT: Answer: [[example_answer_K]]</s>

EXAMPLE K+1:
USER: Passage: [[passage]] Question: [[ques-
tion]] ASSISTANT: Answer:

Table 12: Prompt template for Vicuna.
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B.4. Prompt Template for Tulu
We use the following format for prompting Tulu.

INSTRUCTION:
<|user|>
Read the passage and answer the question.
You may do some analysis on the passage and
question before answering. But you should di-
rectly give out in the answer in the end and in
the form of answer
<|assistant|> OK, I got it.
<|user|>

EXAMPLES:
Passage: [[example_passage_1]]
Question: [[example_question_1]]
<|assistant|>
Answer: [[example_answer_1]]
...
<|user|>
Passage: [[example_passage_K]]
Question: [[example_question_K]]
<|assistant|>
Answer: [[example_answer_K]]

EXAMPLE K+1:
<|user|>
Passage: [[passage]]
Question: [[question]]
<|assistant|>

Table 13: Prompt template for Tulu.

B.5. Prompt Template for GPT-NeoXT
GPT-NeoXT is also allowed with specific format,
as shown below.

INSTRUCTION:
***Read the passage and answer the ques-
tion.***
***You may do some analysis on the passage
and question before answering.***
***But you should directly give out in the answer
in the end and in the form of answer.***

EXAMPLES:
<human>
Passage: [[example_passage_1]]
Question: [[example_question_1]]
<bot>: [[example_answer_1]]
...
<human>
Passage: [[example_passage_K]]
Question: [[example_question_K]]
<bot>: [[example_answer_K]]

EXAMPLE K+1:
<human>
Passage: [[passage]]
Question: [[question]]
<bot>:

Table 14: Prompt template for Chat-NeoXT.
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C. Dataset Diversity Analysis

One natural question arise from the con-
struction process of KNOT is that, does
text-davinci-003 generate high quality
questions? We examine the quality by their
diversity and plot the trigrams in Figure 4. As we
can see, although the questions are generated
automatically, they are potentially different with
each other.
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C.2. Rationale Diversity
The rationales are generated from human annota-
tions for LLMs fine-tuning. We plot the trigram of
the rationales in Figure 5, which verifies that our
human annotators provides diverse rationales.
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D. Rationale Case Study

We show a rationale labeled by our annotators in
Table 15.

PASSAGE:
The London Borough of Waltham Forest is an
administrative territorial entity located in Greater
London. It is situated in the UTC+01:00 time
zone and shares borders with the London Bor-
ough of Enfield. Waltham Forest is home to the
capital city of Walthamstow, a vibrant area with
a rich culture and history. It is the birthplace of
two renowned writers, Eliza Parsons and Tom
Hood, and the place of passing of writer Jane
Ray. Additionally, the borough also contains the
remote hamlet of Niaqornat.
Waltham Forest has a lot to offer in terms of its
culture and history. It has a variety of museums,
parks, schools and other cultural venues. It also
has a number of historic buildings, such as the
Grade I listed St Mary’s Church. The borough
is also home to a number of landmarks, such as
the William Morris Gallery and Epping Forest. It
is also home to a number of festivals and events,
such as the annual Walthamstow Garden Party.
The London Borough of Waltham Forest is an
area of great diversity and culture, and it is easy
to see why so many people choose to make it
their home. With its rich history and vibrant cul-
ture, it is a great place to live, work, and explore.

QUESTION:
In which country is Niaqornat located?

RATIONALE:
We can get the infomation that Niaqornat is lo-
cated in the London Borough of Waltham Forest
from the passage from the passage. And we all
know that the London Borough of Waltham For-
est is located in the United Kingdom. So we can
infer that Niaqornat is located in the United King-
dom.

Table 15: One sampled rationale for KNOT-I.

E. Evaluation Metric Analysis
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Figure 6: A scatter plot comparing human-
annotated scores and automatic scores for 100 ran-
domly sampled answers from each model in KNOT

In order to investigate the feasibility of automatic
evaluate strategy we proposed in section 4.2, we
randomly sample out 100 answers of each model
in KNOT, asking human annotator to mark the cor-
rectness of model answers. Figure 6 shows the
scatter plots of human annotated score verse the
automatic score, which presents the highly pos-
itive linear correlation between two scores, sug-
gesting that the automatic evaluation strategy is
plausible when compare the performance between
LLMs.
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F. Effect of Example Number

In table 2 and table 3, we report the performance
of different LLMs with different prompting strate-
gies under one-shot setting. To thoroughly inves-
tigate the effect of example number, we test the
performance of different LLMs from zero-shot to
four-shot settings. Figure 7 shows the results.
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Figure 7: Accuracy (%) with different example
numbers.

These results are averaged over KNOT-E,
KNOT-S, and KNOT-I, with dataset sizes of 3887,
1136, and 510 respectively serving as weights. As
observed, performance does improve with an in-
crease in the number of shots, but this improve-
ment tends to converge when the number of shots
exceeds two. Additionally, due to the text window
size limit (2048 max), the number of shots is re-
stricted to four.
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