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Abstract

In this study, we address the linguistic challenges posed by Tajiki Persian, a distinct variant of the Persian language
that utilizes the Cyrillic script due to historical “Russification”. This distinguishes it from other Persian dialects
that adopt the Arabic script. Despite its profound linguistic and cultural significance, Tajiki Persian remains a
low-resource language with scant digitized datasets for computational applications. To address this deficiency, we
created a parallel corpus using Shahnameh, a seminal Persian epic poem. Employing optical character recognition,
we extracted Tajiki Persian verses from primary sources and applied a heuristic method to align them with their
Iranian Persian counterparts. We then trained and assessed transliteration models using two prominent sequence-
to-sequence architectures: GRU with attention and transformer. Our results underscore the enhanced performance
of our models, particularly in contrast to pre-trained large multilingual models like GPT-3.5, emphasizing the value of
dedicated datasets in advancing computational approaches for underrepresented languages. With the publication
of this work, we are disseminating, for the first time, a vast collection of Persian poetry spanning 1000 years,
transcribed in Tajiki scripts for the benefit of the Tajiki-speaking communities. The dataset, along with the model’s
code and checkpoints, is accessible at https:/github.com/language-ml/Tajiki-Shahname, marking a significant
contribution to computational linguistic resources for Tajiki Persian.
Keywords: Tajiki Persian, Iranian Persian, Transliteration

1. Introduction Due to the scarce availability of Tajiki Persian ma-
terials, many in Tajikistan prefer using Russian,
which offers a broader range of scientific and liter-
ary texts compared to Tajiki Persian (Khudoikulova,
2015). It’s worth noting that Persian itself is a lan-
guage rich in literature (Storey, 1972).

Despite the close resemblance between these
two Persian language variations, Iranian Persian
boasts extensive resources, while Tajiki Persian is
markedly resource-deprived. For instance, in the
FLORES-101 dataset of Wiki sentences (Goyal
etal., 2021), Iranian Persian comprises 620M data
points, whereas Tajiki Persian accounts for a mere
0.5M. Moreover, Iranian Persian ranks as the 11t
most used language on the web and benefits from
robust support by language technologies, includ-
ing machine translation. Conversely, Tajiki Per-
sian occupies the 79" spot in terms of web re-
sources .

Transliteration is the process of converting text
from one script to another. It's vital for represent-
ing foreign words from different writing systems
within a single language (Knight and Graehl, 1997).
This method is also advantageous for languages
with more than one standard script. Translitera-

Persian language, also known as Farsi, is an
Indo-European language spoken by nearly 130
million people worldwide. It is the official lan-
guage of Iran, Afghanistan, and Tajikistan. This
language has three mutually intelligible standard
varieties: Iranian Persian, Dari Persian, and Tajiki
Persian (Windfuhr, 2009). Tajiki Persian is primar-
ily spoken in Tajikistan but also has a significant
number of speakers in parts of Uzbekistan. De-
spite the high degree of similarity among the Per-
sian variations, there are discernible differences in
vocabulary, pronunciation, and specific syntactic
structures between Tajiki Persian and Iranian Per-
sian. A prominent distinction between Tajiki Per-
sian and other varieties arises from their scripts.
The “Russification” of central Asia by the Soviet
Union in the late 1930s led to the introduction of the
Cyrillic script in Tajikistan, replacing the traditional
Persian alphabet (Keller, 2001) (Figure 1). This
change has since impeded written communication
between Tajikistan and other Persian-speaking re-
gions.

Today, only a limited number of individuals in

Tajikistan can read the Persian script. Conse-
quently, the majority are unable to access Iranian
Persian written content, including literature and
most online materials. This limitation has deep-
ened the cultural divide between these groups.

tion systems cannot simply be replaced by trans-
lation systems, as in some contexts, every word
is crucial. They are particularly essential for liter-
ary texts, such as poems, where each word and its
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Figure 1:  Four hemistiches from Saadi (1210-
1291), presented in Iranian Persian and Tajiki Per-
sian scripts, along with their translations.

placement are significant. Using a translation sys-
tem might disrupt the poem’s rhythm and rhyme
(Friar, 1983).

Transliteration between Iranian and Tajiki is an
essential language processing task for various rea-
sons. Specifically, (i) transliteration can act as a
bridge between Tajiki and Iranian cultures, and (ii)
the automatic generation of Tajiki from Iranian can
help mitigate the resource limitations associated
with Tajiki. However, the development of a translit-
eration system necessitates a parallel corpus. To
the best of our knowledge, no adequate parallel
resources for this purpose have been presented in
previous work.

In summary, our contributions are as follows:
(i) we introduce a transformer-based translitera-
tion system between Iranian and Tajiki dialects of
Persian, which outperformed few-shot learning on
GPT 3.5. (ii) For the first time, we are releasing
an extensive collection of Persian poetry, covering
1000 years, transcribed in Tajiki scripts, to benefit
the Tajiki-speaking communities and bridges the
gap between Persian-speaking nations.

2. Related Works

2.1. Sequence-to-sequence Models

Sequence-to-sequence models, also known as
encoder-decoder models, transform a text input
into another form through encoding and decod-
ing processes (Sutskever et al., 2014). Promi-
nent applications of such encoding-decoding sce-

narios include machine translation, transliteration,
and summarization. These models are trained
on parallel corpora to generate a target sequence
from a provided source sequence. Over the past
decade, Recurrent Neural Networks (RNNs) ini-
tially made a significant mark on machine transla-
tion (Sutskever et al., 2014), with notable architec-
tures like the Gated Recurrent Unit (GRU) (Chung
etal., 2014) and Long Short-Term Memory (LSTM)
(Hochreiter and Schmidhuber, 1997). A major limi-
tation of this approach was the bottleneck between
the encoder and decoder components. To mitigate
this, the attention mechanism was introduced Bah-
danau et al. (2015). This mechanism was so ef-
fective that it led to the inception of a novel model
architecture known as the transformer (Vaswani
et al., 2017).

2.2. Persian Transliteration

Multilingual sequence-to-sequence transliteration
models have been proposed (Firat et al., 2016;
Kundu et al, 2018). Existing models for
Persian-English transliteration are also available
(Mahdi Mahsuli and Safabakhsh, 2017). A study
by Davis (2012) delved into Tajik-Iranian transliter-
ation using statistical models, whose model was
not available anymore. Although there is a web-
site providing transliteration between Tajik and Ira-
nian through a rule-based method?, no publicly
available models currently offer this service. We
also did not obtain permission from the owner of
persian — tajik.ir to systematically access their
model for comparison purposes.

3. Problem Description

Given the similarity in spoken forms of the two lan-
guages, it would be tempting to assume that the
translation task is straightforward, potentially re-
solved with a mere letter substitution. However, as
depicted in Figure 1, their written forms differ sig-
nificantly in appearance. Thus, this assumption is
incorrect due to various challenges, some of which
we detail below:

3.1.

The Iranian Persian writing system includes sev-
eral consonants that sound alike. This poses chal-
lenges when transliterating from Tajiki to Iranian
Persian because ensuring the correct spelling is
difficult. Sometimes, two words can be homo-
phones, and incorrect spelling can drastically al-
ter the intended meaning in Iranian Persian. For
instance, the word /haejo:t/ is written in Tajiki
Persian as “xaé€t” but in Iranian Persian, it has

Homophone Consonants
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two written forms with different meanings: “o.
(meaning life) and “LL>" (meaning yard).

3.2. Short Vowels

The Iranian Persian script, similar to the Arabic
script, does not explicitly write short vowels. This
becomes problematic when transliterating from Ira-
nian to Tajiki, as the system must predict the cor-
rect short vowels to insert between consonants.
In Persian noun groups, a short vowel, “Ezé&fe”,
is added to the end of a noun, pronounced as /-
e/. Though this vowel isn’'t written in the Iranian
Persian script, it appears in the Tajiki script. This
poses challenges when transliterating from Iranian
Persian to Tajiki, as noun groups must be identi-
fied.

3.3. Direct Object Marker

Persian uses the postposition marker /r&/ for defi-
nite direct objects. In Iranian Persian, this marker,
“l,”, is a separate token placed after the direct ob-
ject with a space between the noun and the token.
However, in Tajiki, it attaches directly to the noun
without any space, acting as a suffix “-po” (Davis,
2012). Due to this difference, when transliterating
from Tajiki to Iranian Persian, the system must de-
cide if the /r&/ at the end of a Tajik word is an object
marker or just part of the word. If recognized as an
object marker, a space should be inserted during
transliteration.

3.4. Pronunciation Shift

Because of geographical distance, some pronun-
ciations of words have changed over time. When
the writing system changed, the updated pronun-
ciation influenced the spelling. For instance, in
Iranian Persian, the word “~,G” is pronounced as
/to:ciy/ and means “history.” It derives from a sim-
ilar word in Arabic. However, in Tajiki Persian, this
word is written as “Tabpux” and pronounced as
/tee?riy/. Thus, the transliteration model needs to
account for such edge-case words.

4. Dataset

The Shahnameh, meaning “The Book of Kings”, is
a lengthy epic poem penned by the Persian poet
Ferdowsi between c. 977 and 1010 CE, standing
as the greatest Persian epic resource. Compris-
ing nearly 50,000 verses, the Shahnameh ranks
among the world’s longest epic poems. It predom-
inantly chronicles the mythical, and to a lesser ex-
tent, the historical events of the Persian Empire
from the world’s creation up to the Muslim con-
quest in the seventh century (Davis, 1995). The
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Figure 2: A workflow diagram illustrating the pro-
cess of extracting and aligning Persian and Tajik
verses.

work holds immense significance in Persian cul-
ture and the Persian language, symbolizing a lit-
erary masterpiece and defining the ethno-national
cultural identity of the Persian people (Mousavi,
2021).

We built our dataset by taking the Iranian Per-
sian version of the Shahnameh poems from Gan-
joor®. Ganjoor is an Iranian Persian site that offers
a vast collection of poems in text format, encom-
passing more than a million verses that trace back
to a thousand years ago. We got the poem from
Ravshanfikr* in ten PDF files for the Tajik version.
Ravshanfikr is an online library with many books in
Tajiki Persian. We used Optical Character Recog-
nition (OCR) to get text from these PDFs and relied
on Tesseract (Smith, 2007) for the extraction.

We attempted to find and align the same verse
from both Tajiki and Iranian versions to create a
parallel corpus. This was challenging because
there isn’'t a single, standard version of Shah-
nameh. Several versions exist, each with varia-
tions in verse order, word choices, and even the
total verse count. Aligning the Iranian Persian ver-
sion with the Tajiki one proved difficult. To tackle
this, we used a heuristic method to remove the
vowels from the verses. If two verses, without the
vowels, were similar enough, we paired them in
our dataset. Figure 2 illustrates the workflow di-
agram of our procedure, while Table 1 offers in-
sights into the statistics of the final dataset.

3ganjoor.net
4ravshanfikr.tj
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Corpus Verses Count

Tajiki Persian 52,146
_Iranian Persian 49,609
Aligned 34,105

Table 1:  Statistics of the constructed dataset.
Due to variations in the verses across different
versions, not all verses could be perfectly aligned.

5. Approach and Evaluation

To assess the effectiveness of our dataset, we
trained various models for both transliteration di-
rections (Tajiki to Iranian and Iranian to Tajiki)
employing two distinct sequence-to-sequence
architectures: GRU with attention (Bahdanau
et al., 2015) and the transformer encoder-decoder
(Vaswani et al., 2017). These models were trained
at the character level. We partitioned our dataset
into 80%, 10%, and 10% splits for training, valida-
tion, and testing, respectively, utilizing the valida-
tion set for early stopping.

Concerning hyperparameters, we used a two-
layer configuration for both the transformer and
GRU. The embedding layer size was set to 128
in both architectures. We used a hidden size of
512 for the GRU and a feedforward size of 512 for
the transformer. Additionally, we used four heads
in the multi-head attention mechanism of the trans-
former

We selected the mean edit distance as our evalu-
ation metric. Although metrics like the BLEU score
(Papineni et al., 2002) or ROUGE score (Lin, 2004)
are valuable for translation tasks, they are not well-
suited for transliteration. In transliteration, unlike
translation, there exists a gold label. Therefore, we
can determine the edit distance between the target
and the predicted sequences for each sequence
and subsequently average these distances to ar-
rive at this metric. Notably, a lower value for this
metric indicates better performance.

Method Mean Edit Distance
Tajiki to Iranian
GRU 0.99
Transformer 0.88
S gpt-3.5-turbo F 544

Iranian to Tajiki

GRU 1.11
_Transformer 105
gpt-3.5-turbo 6.42

Table 2: Results of the tests on various translit-
eration methods. The table shows the average
edit distance for each method, with a lower score
indicating better performance.

As a point of comparison, we evaluated an LLM
using a 3-shot prompt. Our tests of different LLMs
in simple conversation showed that the only gen-
erative LLM with a good Pesian capability is Chat-
GPT (Brown et al., 2020). Consequently, we em-
ployed the ChatGPT API for transliteration.

6. Result

Results from the ChatGPT model, as well as our
trained models, are presented in Table 2. We eval-
uated methods using hemistiches. Each verse is
composed of two hemistiches. The results indi-
cate that LLM models find this task to be challeng-
ing. Of the techniques we tested, the transformer
proved more effective than the GRU.

It is important to note that each hemistich in Ira-
nian Persian has an average length of approxi-
mately 25 characters. In comparison, Tajiki Per-
sian hemistiches average around 30 characters.
As detailed in §3.2, this length disparity largely
stems from the omission of short vowels in Iranian
Persian script.

Using an accurate Persian transliterator, we con-
verted 2,620,477 Persian poem hemistiches from
the Ganjoor dataset (outlined in §4) to the Tajiki
script, encompassing over 1000 years of poetry.
Upon publication of this paper, this resource will be
made available for both digital humanities endeav-
ors and the enrichment of Tajiki-speaking commu-
nities.

7. Conclusion

In this paper, we focused on Tajiki Persian, a low-
resource language, and introduced a new parallel
corpus derived from the Shahnameh, or “Book of
Kings” an epic poetry work written between the
late 10th and early 11th century. Utilizing this
dataset, we trained and evaluated models based
on GRU and transformer architectures for translit-
eration tasks. As anticipated, the Transformer-
based transliterator surpassed the recurrent neu-
ral network solution and the GPT 3.5 model in few-
shot learning scenarios. Our findings showed that
even pre-trained LLMs, such as GPT 3.5, fell short
in this task due to the limited data available for the
Tajiki Persian language. We remain optimistic that
future efforts will produce more datasets and tech-
nologies tailored for these underrepresented lan-
guages.

One limitation of our model was its reliance on
a historical poetic dataset. For optimal perfor-
mance in transliterating contemporary texts, utiliz-
ing datasets that reflect current language practices
is crucial. We also suggested that the integration
of monolingual data from both languages might en-
hance the model’s adaptability and performance
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across various text domains.
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