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Abstract
Semantic Role Labeling (SRL) is a task in natural language understanding where the goal is to extract semantic
roles for a given sentence. English SRL has achieved state-of-the-art performance using Transformer techniques
and supervised learning. However, this technique is not a viable choice for smaller languages like Swedish due to
the limited amount of training data. In this paper, we present the first effort in building a Transformer-based SRL
system for Swedish by exploring multilingual and cross-lingual transfer learning methods and leveraging the Swedish
FrameNet resource. We demonstrate that multilingual transfer learning outperforms two different cross-lingual
transfer models. We also found some differences between frames in FrameNet that can either hinder or enhance
the model’s performance. The resulting end-to-end model is freely available and will be made accessible through
Språkbanken Text’s research infrastructure.
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1. Introduction

Semantic Role Labeling (SRL) is a task in natural
language understanding where the goal is to extract
information that could answer relational questions
such as who, what, where, why about events men-
tioned in a text. Traditional statistical methods for
developing SRL models have required syntactic
annotation of the sentences before semantic infor-
mation could be added (Xue and Palmer, 2004;
Gildea and Jurafsky, 2002). In recent years, how-
ever, thanks to the breakthroughs in deep neural
networks, such as Long Short-Term Memory Re-
current Neural Networks (LSTM-RNNs) (Şahin and
Steedman, 2018; Marcheggiani et al., 2017; He
et al., 2017) and Transformers (Tan et al., 2018;
Strubell et al., 2018), SRL can be formulated as an
end-to-end deep learning task without the need for
morphological or syntactic information. FrameNet
(FN)(Johnson et al., 2001) has emerged as one
of the most prominent data resources for training
SRL models. Typically, leveraging this resource al-
lows the task to be broken down into three distinct
sub-tasks, as illustrated in Figure 1:

1. Trigger Identification: determining that Played
is a trigger, or frame-evoking expression.

2. Frame Classification: classifying the triggered
frame Performers_and_roles.

3. Argument Extraction: identifying the locations
of the semantic spans and labeling them with
their respective semantic roles: Performer,
Role and Performance.

Figure 1: Frame semantic sentence annotations
of the lexical unit played and its frame elements
Performer, Role and Performance accord-
ing to the frame Performers_and_roles (from
Swayamdipta et al. (2017)).

In case of English, SRL models trained on
FN have achieved state-of-the-art (SOTA) perfor-
mance. This is perhaps unsurprising given the
large amount of annotated sentences available in
the English resource, which is required to train
these models from scratch. For languages with lim-
ited annotated semantic data, implementing Trans-
former modeling proves to be impractical. To ad-
dress the challenge of requiring extensive training
data, transfer learning (TL) methods have been
suggested (Kalyanpur et al., 2020), but the method
has never been tested for training Swedish SRL
models. Furthermore, while text-to-text transfer
techniques have previously been focused on new
tasks or domains, to our knowledge, there are no
studies on the suitability of these techniques for
tasks involving multiple sub-tasks.

In this study we ask the following research ques-
tions: How suitable are pre-trained transfer learning
models for developing SRL models? How should
we develop a Swedish SRL model through transfer
learning? Which semantic frames are more suit-
able for the training?

We explore these questions by experimenting
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Frames Lexical Units Sentences
SweFN 1 195 39 212 9 K
BFN 1 221 13 572 202 K

Table 1: SweFN statistics compared to Berkeley
FrameNet 1.7

with two state-of-the-art transfer learning mod-
els: cross-lingual and multilingual using the frame
semantic resource, Swedish FrameNet (SweFN)
(Dannélls et al., 2021).

2. Related Work

Since the introduction of the Transformer architec-
ture (Vaswani et al., 2017) and its variants, several
studies have demonstrated the strengths of this
architecture in its ability to leverage multitask learn-
ing in SRL (Tan et al., 2018; Strubell et al., 2018).
Studies have shown that Transformer-based mod-
els trained on a large semantically annotated cor-
pus, e.g. FrameNet, can outperform earlier SOTA
SRL approaches (Kalyanpur et al., 2020; Nair and
Bindu, 2021; Bakker et al., 2022).

Recently, Kalyanpur et al. (2020) have explored
the Transformer architecture and its variants for
frame-semantic parsing techniques by training on
the Berkeley FrameNet (BFN) dataset. They com-
pared several pre-trained Transformer-based mod-
els, such as encoder-decoder T5 and language
generative model GPT-2 (Radford et al., 2019), and
showed that the T5 model has improved the SOTA
benchmark by 12-17% in prediction accuracy.

Oliveira et al. (2021) investigated the improve-
ment of Portuguese SRL with Transformers and
transfer learning and demonstrated that through
transfer learning of a BERT-based model by adding
a few layers, the new SRL model can surpass the
previous state-of-the-art in Portuguese SRL by over
15 points in prediction accuracy.

For Swedish, some prior work has been done on
SRL using older versions of SweFN (Johansson
et al., 2012), predating modern deep neural network
and Transformer architectures.

3. Data

The Swedish FrameNet (SweFN) (Dannélls et al.,
2021) is a rich semantic Swedish resource that
builds on frame semantics theory (Fillmore, 1982).
In SweFN, the lexical units (LUs) evoking frames
are all linked to word senses in the Swedish dic-
tionary, SALDO (Borin et al., 2013), which is
the largest computational dictionary for modern
Swedish with over 147,000 word senses. Follow-
ing the theoretical apparatus of FrameNet, each
sense in SALDO corresponds to no more than one

Figure 2: Distribution of number annotated sen-
tences per frame in SweFN.

semantic frame in SweFN.1
Although SweFN is regarded as a Swedish ver-

sion of Berkeley FrameNet (Fillmore et al., 2003),
having identical frames and frame elements names,
the information structure of these two databases
are still different from each other in multiple ways.
Moreover, there are frames in BFN that do not exist
in SweFN and vise versa. Some frames have been
modified and do not contain the same semantic
roles.2

Furthermore, Berkeley FrameNet (BFN) contains
both fully text annotation (approx. 6,000 sentences
(Chanin, 2023)) and lexicographic annotation. With
fully annotation, a sentence can be annotated to
different frames with the associated LUs and frame
elements (FEs) for each frame independently. Cur-
rently, SweFN has only annotations of single frame
per sentence. If a sentence has several triggers
that evoke the same frame, all the triggers will be
annotated as LUs for this frame. Actually, 5% of the
sentences in the SweFN dataset have more than
one annotated trigger. This limitation of annotat-
ing a single frame per sentence becomes appar-
ent when identifying potential triggers for multiple
frames. In the current dataset and the chosen im-
plementation, the Swedish SRL model developed
in this study can only identify a single trigger in
a sentence, even when there might be multiple
frames present.

There are several versions of BFN. The latest re-
lease is Berkeley FrameNet 1.7 (Ruppenhofer et al.,
2016), containing more than 200K annotated ex-
amples (approx. 20 sentences per LU). As shown
in Table 1, there is currently a significantly smaller
number of annotated sentences in SweFN com-
pared to BFN. In Swedish FrameNet, the annotated
examples do not cover all LUs or frames. In ad-
dition, the available examples are not distributed

1The resource is available through Språk-
banken Text’s research infrastructure: https:
//spraakbanken.gu.se/.

2https://spraakbanken.gu.se/
projekt/swedish-framenet-swefn/
documentation-for-swefn

https://spraakbanken.gu.se/
https://spraakbanken.gu.se/
https://spraakbanken.gu.se/projekt/swedish-framenet-swefn/documentation-for-swefn
https://spraakbanken.gu.se/projekt/swedish-framenet-swefn/documentation-for-swefn
https://spraakbanken.gu.se/projekt/swedish-framenet-swefn/documentation-for-swefn
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evenly among frames (shown in Figure 2), 860 out
of 1195 frames contain less than 10 example sen-
tences. The frame Emptying has 67 annotated
sentences, the most in quantity.

With fewer annotated examples and an increased
number of triggers in SweFN, training an SRL
model becomes a more challenging task. Further-
more, the extremely unbalanced dataset distribu-
tion across semantic frames suggests that it is not
reasonable to expect uniform performance across
all frames for Swedish SRL if the model is devel-
oped based on the SweFN data only.

4. Experiments

4.1. Model 1: Cross-Lingual TL

Several studies have demonstrated that an English
T5 model can perform cross-lingual transfer sur-
prisingly well (Tran, 2020; Chi et al., 2020; Li et al.,
2021; Chi et al., 2020). This may be due to the fact
that the English T5 model has encountered 0.22%
of non-English text during its pre-training phase, as
well as the resemblance of the new target language
to English (Blevins and Zettlemoyer, 2022).

T5-based Frame Semantic Transformer (Chanin,
2023), in particular, has several considerable ad-
vantages, including: (1) covering three sub-tasks in
a pipeline fashion, (2) achieving state-of-the-art per-
formance, (3) open-source and easy-of-use, and
(4) allowing cross-lingual transfer capability of a T5
model. This English SRL model has therefore be-
come an obvious choice to be used as the primary
transfer model in this study.

The T5-based English-SRL model comes with
two versions: “small” and “base”. The latter per-
forms better, making it our preferred choice. How-
ever, to speed-up the training setup and quickly gain
experience of a Swedish SRL model, we initially be-
gun with the small version, and subsequently transi-
tioned to the base variant. Our Swedish SRL mod-
els developed from this approach are called Model-
1-small and Model-1-base respectively. Due to
missing an existing Swedish SRL model to bench-
mark, we choose Model-1-small as the baseline
in this study.

However, we have to remember that a T5 model
is not the best choice for cross-lingual transfer
due to the lack of strong relationships established
among multiple languages through significant ex-
posure to these languages. In addition, Swedish
special characters such as ä, å, ö are not in the
vocabulary of T5 tokenizer by default, and there-
fore these unknown characters are converted to
“<unk>”. This conversion makes it harder for the
model to learn the relationships among Swedish
words that contain special characters.

4.2. Model 2: Multi-Task TL
Inspired by the English SRL model, particularly
its ability to perform all three sub-tasks directly
in one pass, we had initially intended to deploy
a Swedish version of T5 as the second transfer
model for transfer-learning on SRL tasks. However,
lacking such a model, we opted for the multilingual
T5 (mT5) as our alternative choice.

This alternative choice has its advantages too.
After being pre-trained on more than 100 languages
that include English and Swedish, a mT5 model
has established weight-parameters that can repre-
sent the dependency between English and Swedish
words. As mentioned earlier, in the SweFN corpus,
both the frame names and the FEs names are in En-
glish, while the input sentence and the lexicon-units
are in Swedish. Therefore, the Swedish SRL model
actually needs to “understand” the relationship be-
tween these two languages. A mT5 model, with
already obtained attention score between the tar-
geted English names (Frame names or FEs names)
and the relevant Swedish words in the input sen-
tence, indeed has an advantage for the multi-task
transfer learning on SRL sub-tasks.

The author of the mT5 model has shown that
the largest version of mT5 (mT5-XXL) outperforms
previous popular multilingual models for most NLP
tasks (Xue et al., 2021). However, as the mT5 is pre-
trained on more than 100 languages, even its small-
est version (mT5-small) is five times bigger than
T5-small. Due to the constraints of our computer
capacity, it is hard for us to train a bigger variant of
mT5. Therefore, in this study, we use only the mT5-
small, from which the further developed Swedish
SRL model becomes the Model-2-small. Experi-
menting with the small model variants can speed
up the training process while still enabling a fair
benchmarking between these two TL approaches.
Moreover, since mT5 has not yet gone through any
supervised training to learn any NLP downstream
task, direct fine-tuning on a small dataset is not op-
timal, and will also need a longer learning process
than a model like T5 that has been pre-trained by
multiple downstream tasks.

The absence of supervised pre-training, com-
bined with its unnecessarily large size for the
Swedish SRL task, makes the mT5 model less com-
putationally cost-effective than a T5 model. This
emerges as the primary drawback of utilizing mT5
for the development of our Swedish SRL model.

5. Results and Discussion

5.1. Quantitative Results
After fine-tuning 61K steps (43 epochs) for Model-
1-small, 79K steps (14 epochs) for Model-1-base,
and 152K steps (27 epochs) for Model-2-small, we
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F1-score (val/test) Trigger ID Frame CL Argument EX
Model-1-small 0.50/0.50 0.60/0.60 0.52/0.53
Model-1-base 0.52/0.47 0.62/0.63 0.57/0.58
Model-2-small 0.56/0.52 0.64/0.67 0.54/0.55
English-SRL-small (Chanin, 2023) 0.74/0.70 0.83/0.81 0.68/0.70
English-SRL-base (Chanin, 2023) 0.78/0.71 0.89/0.87 0.74/0.72

Table 2: Model comparison through F1 scores on SweFN validation (val) set and test set respectively,
reported per task type: trigger identification (Trigger ID), Frame classification (Frame CL), and Argument
extraction (Argument EX). The last 2 rows are the reported F1 scores on BFN dataset of the English SRL
models that is referred in this study.

observed the best performance of the respective
model. These best results per model type and sub-
task type are summarized in Table 2.3

Although, in terms of F1 scores, there are still sig-
nificant gaps comparing to the SOTA English SRL
models (Chanin, 2023), our Swedish SRL models
have reached an acceptable performance when
taking into account the more challenging SweFN
dataset we have. Especially, on the most important
sub-task Argument Extraction. The larger model
developed from the English SRL (Model-1-base)
outperforms previous Swedish SRL models and
has a smaller performance gap compared to the
targeted performance of the English SRL model on
the English FrameNet data. The development pro-
cess of fine-tuning the SOTA English SRL models
is available in the Appendices A and B.

Notably, the results of the Swedish and the En-
glish FN models are not directly comparable be-
cause these results are based on our own test set,
rather than on a translated version of the English
test set. When we look more closely into the two
test sets (the one used to evaluate the Swedish
model compared to the set that was used to evalu-
ate the English one) we find that the sentences in-
cluded in the sets were taken from different frames.
However, they are from the same distribution, genre
and domain. What seems to differ between them
is the amount of frame elements in each of the
annotated sentences.

5.2. Qualitative Results
Performance per Frame Out of the three SRL
sub-tasks, Frame Classification and Argument Ex-
traction tasks should be the most relevant for anal-
ysis per frame.4 Intuitively, the more training sam-
ples for a frame, the better prediction for this frame.
We scattered two plots to examine this relationship,
see Figure 3. To our surprise, we learn that more

3All models are open source and are available here:
https://github.com/lucyYB/SweFN-SRL

4As Argument Extraction is a more complex problem
and harder to visualize in one graph, we choose to focus
on Frame Classification in this analysis.

Figure 3: On Frame Classification task: the relation-
ship between prediction performance (F1 test score
on Y-axis) and number trained samples on X-axis.
UPPER: predicted by Model-1-small; LOWER:
predicted by Model-2-small

training samples do not have a straightforward pos-
itive impact. Indeed, frames trained with almost
zero samples can also have 100% prediction ac-
curacy. But for frames with more than 20 training
sentences, the majority can have prediction accu-
racy above 50%. When comparing the prediction
accuracy between Model-1-small and Model-2-
small, we can see that our mT5 has improved
performance on all frames regardless the size of
the trained samples.

https://github.com/lucyYB/SweFN-SRL
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Easy frames are frames with fewer than 3 train-
ing samples that achieve 100% accuracy in Frame
Classification on the test set. Thirteen common
easy frames, listed in Appendix C, were identified
for both Model-1-small and Model-2-small us-
ing this definition. Easy frames share some com-
mon features that make them easier to get a cor-
rected prediction, such as: (1) they contain non-
polysemous words, occurring with only one sense
in SALDO, and therefore have a single, clear, and
unambiguous meaning. For example, the word
begränsning ’limit’ occurs only with this particular
sense in SALDO, therefore it is only listed under
Limitation; (2) they include words containing anno-
tated examples in this single frame only. For exam-
ple, all the examples included in Event_instance
are triggered by the lemma gång ’occasion’, and
this trigger has only been trained under this frame
even though it is listed under multiple frames.

Surprisingly, there are also some frames which
seem to be easy for Model-1 but not for Model-2,
such as: Commutative_process, Losing_it, Rob-
bery, Serving_in_capacity. Most often, this hap-
pens when the marked trigger has not been seen
together with the target frame in the training set,
but appears only in the list of this frame, hence in
the hint list. Indeed, the English SRL-based model
seems to rely more on the hints in the input prompt,
but not the mT5 transferred model, which seems to
be more capable of predicting with its established
dependency between the English frame name and
the Swedish trigger words. However, occasion-
ally, the Model-2-small can also make up a fake
frame name through its pre-established connec-
tions among Swedish and English words.

Difficult frames are frames with more than 20
training examples but achieving less than 60%
accuracy in Frame Classification on the test set.
These frames, listed in Appendix D, are the most
challenging to predict. These challenges typically
arise due to the combination of the following com-
mon factors: (1) The trigger word is a compound
word, but the frame lists a multi-word expression,
for example, vältra_bort ’tip over’ is one of the
LUs listed in the frame Cause_motion but its com-
pound format bortvältrade are used in the test sen-
tences; (2) The trigger, appearing in its inflected
form, and the LU, listed in the frame do not match
each other, probably because of the limitation of
Snowball stemmer, resulting in an empty hint in
the prompt. For example, there is a mismatch be-
tween the trigger åket and the LU åk..2 that is listed
in the frame Part_ordered_segments. (3) The
trigger is less common and has never or very sel-
dom been trained together with the target frame,
thus no strong dependency can be established be-
tween the frame name and the trigger words. (4)

Too many matched LUs for a trigger. Hence, many
suggested frames in the hint, but this trigger has
primarily been trained for other frames.

At the same time, as seen in Figure 3, Model-2-
small has significantly fewer difficult frames than
Model-1-small. This improved prediction usually
happens when the hint list is empty in the input
prompt. Indeed, the mT5-based model not only re-
lies on the hints as much as the English SRL-based
model does, but rather on the learned relationship
between the trigger and the target frame, giving it
the advantage of predicting the correct frame name.

5.3. Discussion
To further improve the model performance, espe-
cially on the difficult frames due to compound word
or inflected form, we believe one should try with
utilizing multiple stemmers and lemmatizers. While,
for the rare triggers or too many possible LUs in the
hint list, improving lemmatization will not help. For
these kinds of difficult frames, introducing diversity
and enriching the data set can be an alternative.
Furthermore, if our experiments had not been con-
strained by the limited computer capacity, we would
have tried with larger mT5 models. A larger model
has much higher capacity of storing and recogniz-
ing relationships between words, which leads to the
model being less dependent on the small SweFN
training examples.

6. Conclusion

In this paper, we have presented the first effort
in building a Transformer-based SRL system for
Swedish. In our study, we have explored the suit-
ability of applying multilingual and cross-lingual
transfer learning methods for developing an SRL
model for Swedish. The results of our experiments
show that fine-tuning mT5 on English and Swedish
data improves performance for the first two tasks of
SRL, namely trigger identification and frame classi-
fication. However, the English-only T5 model is still
competitive in its base version even though it is 5
times smaller and, surprisingly, it outperforms the
multilingual version on argument extraction when
using the English-only T5 base model. We also
found some differences between frames that can
either hinder or enhance the model’s performance.
We conclude that by leveraging the rich annotations
from Berkeley FrameNet and the cross-lingual de-
pendencies of a multilingual Transformer system,
we can not only increase prediction accuracy but
also identify multiple triggers in a sentence.

For model comparison, a possible future direc-
tion includes altering the training sequence of the
three sub-tasks and translating the test data from
English to provide comparable model results.
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10. Appendix

Appendix A. Model 1: Fine-tuning the
English SRL
Figure 4 and Figure 5 show the development when
fine-tuning the SOTA English SRL models. As we
can see in the upper graph of each figure, the val-
idation loss starts to increase after a while, even
though the F1 scores are continually improving on
validation set. Note, it is not overfitting as long as
the accuracy is still increasing on unseen data.5

Figure 4: Model-1-small: loss development (UP-
PER) and validation F1-score for each sub-task
(LOWER) during 45 epochs with batch-size of 16.

Figure 5: Model-1-base: loss development (UP-
PER) and validation F1-score for each sub-task
(LOWER) during 17 epochs with batch-size of 4.

Appendix B. Model 2: Fine-tuning the mT5
As we can see from Figure 6, because the mT5-
base model has not been fine-tuned on any NLP

5T5 (as well as mT5) uses the standard Cross-Entropy
loss function to compare each token of the model pred-
icated sequence against the target sequence. Cross-
Entropy loss is commonly used by any language model
due to its mathematical property, and is explained here.
While the confusion metrics used for evaluation of the
model performance, are entirely different calculations
than Cross-Entropy loss, and therefore do not always
follow the same developing trend.

downstream task before, we expect that the F1-
scores start from a much lower level than the pre-
vious two models. It is the case on all sub-tasks
except for “Frame classification”, the performance
on which has already reached a similar level as the
Model-1-small after just one epoch.

Figure 6: Model-2-small: loss development (UP-
PER) and validation F1-score for each sub-task
(LOWER) during 31 epochs with batch-size of 4.

Appendix C. Easy Frames
Being_questionable, Cause_emotion, Confer-
ring_benefit, Dynamism, Event_instance, Judi-
cial_body, Gizmo, Limitation, Process_resume,
Subjective_temperature, Surrendering, Sur-
rendering_possession, and Typicality.

Appendix D. Difficult Frames
Simultaneity, Removing, Filling, Cause_motion,
Part_ordered_segments, and Proliferat-
ing_in_number.

https://machinelearningmastery.com/cross-entropy-for-machine-learning/
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