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Abstract
Large Language Models (LLMs) hold considerable promise for artificial general intelligence, given their intrinsic
abilities to accomplish a wide range of open-domain tasks either independently or in tandem with specialized
expert models. However, despite these capabilities, the performance of LLMs has yet to be comprehensively
evaluated in realistic scenarios. To this end, in this work, we introduce a novel task, the Realistic Chinese Spell
Checking (RCSC), to evaluate the effectiveness of existing methods comprehensively. In contrast to existing
works that solely address Chinese character misspellings or pinyin conversions, our task aims to convert the
realistic Chinese text into the corresponding correct text. The realistic Chinese text may potentially contain
both Chinese misspellings and pinyin conversions. We first present the Realistic Chinese Spell Checking
Benchmark (RCSCB), which consists of two subsets and contains a total of 581,657 samples. Then, we
benchmark the performance of various baselines and find that all the existing methods, including instruction-based
LLMs, achieve unsatisfactory results on RCSCB. To further improve the performance on RCSCB, we propose
Pinyin-Enhanced Spell Checker (PESC), which is specifically designed to address pinyin-related misspellings.
Experimental results demonstrate that PESC can achieve state-of-the-art performance on RCSCB. Despite the
progress made, the current state-of-the-art performance is still far from satisfactory. We expect further progress on
this crucial and challenging task. Our code and dataset are available at GitHub https://github.com/AlipaySEQ/PESC.
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1. Introduction

Recently, Large Language Models (LLMs) have
gained global attention due to their remarkable abil-
ity to complete a wide range of tasks based on user
instructions, either independently or by connect-
ing with specialized expert models, e.g., Hugging-
gpt (Shen et al., 2023) and Taskmatrix.ai (Liang
et al., 2023). With the potential to serve as artificial
general intelligence, the research community has
focused on evaluating the performance of LLMs
across various Natural Language Processing (NLP)
tasks (Wei et al., 2023; Hu et al., 2023; Jiao et al.,
2023; Fang et al., 2023; Wu et al., 2023). The re-
sults indicate that LLMs can achieve competitive
results in diverse NLP tasks, such as information ex-
traction (Wei et al., 2023; Hu et al., 2023), text sum-
marization (Wang et al., 2023) and machine trans-
lation (Jiao et al., 2023). However, in the Grammat-
ical Error Correction (GEC) task, LLMs exhibit poor
performance in terms of Precision and 𝐹0.5 score
due to the limitation of over-corrections (Fang et al.,
2023; Wu et al., 2023). In this work, following the
line of these works, we explore the performance in
more realistic scenarios.

∗ Equal contribution. Work is done during the intern-
ship of Yue Wang at Ant Group.

† Corresponding author

Chinese Pinyin CM PC Chinese Text Existing Works Ours

√
今天天气真不错

√ √
The weather is really nice today

√ √ 今天天气镇(town)不错 √ √

√
jin tian tian qi zhen bu cuo

√ √
今天天气真不错

√ √ jin tian tia qi zhen bu cuo √ √

√ √ 今天tian气zhen不错 √

√ √ √ √ 今天tia气镇不错 √

Table 1: The misspelling types of Chinese text
in realistic scenarios, where CM and PC denote
Chinese misspellings and pinyin conversions, re-
spectively. All the misspellings are marked in red.
Existing works focus on addressing the first four
misspelling types, while this work encompasses all
types of misspellings.

The pinyin input method is the most popular for
Chinese users to type Chinese characters on elec-
tronic devices, which needs a two-stage process [1].
Specifically, users first input pinyin characters, and
the pinyin input method provides candidate Chinese
characters based on the entered pinyin characters.
Subsequently, the users select the intended Chi-
nese characters. While typing Chinese characters,
due to the possibility of pressing the wrong key,

https://github.com/AlipaySEQ/PESC
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users may input pinyin characters directly without
converting them into intended Chinese characters,
mixing pinyin and Chinese characters [2,3]. In for-
mal scenarios, users can check the input content
and correct misspellings. However, in specific in-
formal scenarios, such as search engine queries
and instant messaging applications, users input
texts casually and may need to transmit messages
without meticulous inspection, contributing to the
misspellings of mixed pinyin and Chinese charac-
ters and hindering the understanding of the original
intention, as shown in Table 1. However, existing
works primarily focus on either correcting incorrect
Chinese characters (Chinese Spell Checking) or
converting Pinyin characters to Chinese charac-
ters (Pinyin Input Method), leaving this problem
under-explored.

To fill this gap, in this work, we introduce the
Realistic Chinese Spell Checking (RCSC) task,
which aims to correct both Chinese character and
pinyin misspellings. We first construct the Realis-
tic Chinese Spell Checking Benchmark (RCSCB),
which is collected from two existing benchmarks
and has undergone meticulous and comprehen-
sive data processing. Then, we test the perfor-
mance of various baselines on RCSCB, including
instruction-based large language models (LLMs),
fine-tuned Seq2Seq pre-trained language models,
and Chinese Spell Checking methods. Surprisingly,
instruction-based LLMs struggle with this task due
to over-correction problems. Finally, to achieve a
specified expert model to address pinyin-related
misspellings, we propose Pinyin-Enhanced Spell
Checker (PESC). Specifically, we introduce a pinyin
detector to avoid over-correction on English charac-
ters and a pinyin segmenter to ensure that consec-
utive pinyin characters belonging to different Chi-
nese characters are not misinterpreted as a single
character. Besides, we also introduce glyph and
phonetic information embedding to enhance the
representation capability. Experimental results con-
firm the effectiveness of PESC, which can achieve
state-of-the-art performance on RCSCB with rela-
tively low computation cost.

In a nutshell, our contributions are as follows:

• We propose the Realistic Chinese Spell
Checking (RCSC) task. To the best of our
knowledge, we are the first to investigate Chi-
nese Spell Checking with both Chinese mis-
spellings and pinyin errors.

• We introduce the benchmark RCSCB and test
the performance of various baselines. None
of the existing methods achieve satisfactory
performance, highlighting the research value
of our proposed task.

• We proposed PESC, a specialized model de-
signed to handle pinyin-related misspellings.

PESC achieves state-of-the-art performance
on the RCSCB benchmark while maintaining
relatively low computational overhead.

2. Related Work

2.1. Chinese Spell Checking
Chinese Spell Checking (CSC) aims to detect
and correct spelling errors. Early works apply
rule-based and statistical-based methods to CSC
tasks (Yu and Li, 2014; Chang et al., 2015). With
the popularity of the Pre-trained Language Mod-
els(PLMs) (Devlin et al., 2019; Liu et al., 2019),
recent works wildly use BERT (Devlin et al., 2019)
as a backbone model and achieve great progresses
in CSC. Hong et al. (2019) use a BERT-based de-
noising autoencoder to generate candidates and
a Viterbi algorithm to select the best ones. Zhang
et al. (2020) connect an error detection modular for
error correction based on BERT. Guo et al. (2021)
propose a global attention decoder to model the
relationship between correct and misspelled char-
acters. Li et al. (2021) help the model address the
unseen example better by continuously generat-
ing pseudo examples. Wang et al. (2021) use an
attention-based network to model the relationships
between two adjacent characters and propose a
pinyin-enhanced candidate generator to generate
candidates. Liu et al. (2022) propose a noise mod-
eling module to address multi-typo problems. Li
et al. (2022) propose an error-driven contrastive
probability optimization framework to prevent the
model from predicting common characters. Be-
sides, due to the uniqueness of Chinese charac-
ters, some works try to incorporate phonetic and
glyph information into PLMs by means of confusion
character substitution pre-training strategy (Zhang
et al., 2021; Liu et al., 2021), graph convolutional
network (Cheng et al., 2020; Ji et al., 2021) and
glyph image encoder (Xu et al., 2021). In this work,
we focus on a more realistic CSC that aims to cor-
rect both Chinese misspellings and pinyin conver-
sions. To better handle this problem, we introduce a
benchmark to test performance and propose some
strategies to improve the performance of existing
methods.

2.2. Pinyin Input Method
The pinyin input method converts the Pinyin se-
quences of user inputs into corresponding Chinese
characters, e.g., "jin tian" for "今天(today)". Due to
its practical value in realistic scenarios, there has
been a lot of work focused on it. Chen and Lee
(2000) propose a trigram language model and a sta-
tistically based segmentation. Jia and Zhao (2014)
propose a joint graph model to globally optimize
pinyin-to-Chinese (P2C) conversion and pinyin typo
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Figure 1: The illustration of pinyin conversion process. In line (1), the characters marked in red represent
the Chinese characters selected to convert into pinyin; In line (2), they are converted into the corresponding
perfect pinyin; In line (3), they are conducted with pinyin conversions. The pinyin conversion encompasses
Abbreviations, Reservations, and Misspellings. The Misspellings include Substitution, Insertion,
Transposition, and Deletion.

correction. Huang et al. (2018) combine attention-
based neural machine translation model and in-
formation retrieval. Zhang et al. (2019) propose a
neural P2C conversion model with open vocabulary
learning. Tan et al. (2022) explore adapting pre-
trained Chinese GPT to the pinyin input method. In
this work, different from these works that focus on
how to convert pinyin sequences to Chinese word
sequences better, we explore a more realistic sce-
nario in that the input text contains both Chinese
misspellings and pinyin conversions.

3. Realistic Chinese Spell Checking

3.1. Task Formulation
In our Realistic Chinese Spell Check-
ing (RCSC) task, considering a text sequence
𝑋 = {𝑥1, 𝑥2, 𝑥3, 𝑥4, · · · , 𝑥𝑛} consisting of 𝑛 charac-
ters, wherein 𝑥𝑖 denotes a character of Chinese,
English, or pinyin, the goal of RCSC is to convert
the input text 𝑋 into its corresponding correct text
sequence of 𝑚 characters 𝑌 = {𝑦1, 𝑦2, · · · , 𝑦𝑚}. Be-
cause one Chinese character usually corresponds
to multiple pinyin characters, this one-to-many
relationship causes that 𝑚 is smaller than 𝑛. To
complete this goal, the models need to convert
pinyin characters into corresponding Chinese
characters and correct the Chinese and pinyin
misspellings. Besides, in this task, we do not
introduce English character misspellings, and
hence the models also need to keep all the English
characters without modifying them.

3.2. Realistic Chinese Spell Checking
Benchmark

Due to the lack of open-source datasets that sat-
isfy the requirements of RCSC, we first introduce
the Realistic Chinese Spell Checking Benchmark

Dataset Sen Len CM PC

SIGHAN & Wang271K (Train) 284,201 45.7 398,749 649,427
TAL (Train) 284,136 27.3 220,823 354,125

SIGHAN15 (Test) 1100 32.7 703 1,754
TAL (Test) 12,220 27.1 9,527 15,072

Table 2: The statistics of used datasets, where Sen
denotes the number of sentences, Len denotes the
average length of the sentences in each dataset.
CM and PC denote the number of Chinese mis-
spellings and pinyin conversions, respectively.

through meticulous and comprehensive data pro-
cessing. We collect the original texts from two
sources: Tomorrow Advancing Life English lecture
audio (TAL)1 and SIGHAN benchmark (Wu et al.,
2013; Yu et al., 2014; Chu and Lin, 2015; Wang
et al., 2018). Because realistic Chinese texts often
contain both Chinese and English characters, to
meet this requirement, we first collect the texts from
TAL, which is converted from English lecture audio
in China and hence are mixed Chinese and English.
Besides, SIGHAN is the most popular benchmark
for CSC, whose Chinese character misspellings
are collected from realistic scenarios. Although
we collect texts from realistic scenarios, both of
them cannot contain all misspelling types in RCSC.
For TAL, we replace the correct Chinese charac-
ter with the use of a confusion set (Wang et al.,
2019). The replacement probability is set to 4%,
which is close to the error rate of SIGHAN. Be-
sides, because the texts of both sources do not
contain pinyin, we add pinyin conversion in two raw
datasets. Specifically, for Chinese characters, we
first randomly choose them with a probability of 6%.
Then, for each selected Chinese character, we use
the open-source tool pypinyin2 to convert it into per-
fect pinyin. Next, we make the following operations

1https://ai.100tal.com/openData/voice
2https://github.com/mozillazg/python-pinyin

https://ai.100tal.com/openData/voice
https://github.com/mozillazg/python-pinyin
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Input BERT Output Target

disturb事打扰bu要打扰伽 distur不是打扰不要打扰他 disturb是打扰不要打扰他

mind思xiayng主意 名思想主意 mind思想主意

这里要符合第一个yuanzc前面肯定后免否定人称 这里要符合第一个原则词前面肯定后面否定人称 这里要符合第一个原则前面肯定后面否定人称

翻译做第eureg 翻译做第二二个 翻译做第二个

无liq闹的无关的信息 无聊闹的无关的信息 无理取闹的无关的信息

这里应该yyi哥动词对吧 这里应该一个动词对吧 这里应该用一个动词对吧

Table 3: Examples of input, the corresponding output of BERT, and the target. Chinese misspellings or
pinyin conversions, incorrect modifications, and golden modifications are marked in red, orange, and blue
respectively.

on the perfect pinyin with the same probability: (a)
reserving (reservation); (b) keeping only the first
pinyin character (abbreviation); (c) replacing with
a pinyin misspelling (misspelling). Following Chen
and Lee (2000), we introduce four types for the
pinyin misspellings: (a) replacing a pinyin charac-
ter randomly (substitution); (b) inserting a pinyin
character randomly (insertion); (c) deleting a pinyin
character randomly (deletion); (d) selecting two con-
secutive pinyin characters randomly and swapping
their order (transposition), as shown in Figure 1.
The probabilities of the four types are set to 40%,
20%, 20%, and 20%, respectively. Finally, we col-
lected 581,657 samples in total. Table 2 shows the
data statistics. Besides, to ensure the quality of the
collected dataset, we remove sentences that are
too short and only contain numbers

We utilize the TAL training set and
SIGHAN&Wang271k as separate training
sets. The model trained using the TAL train-
ing set is evaluated on the TAL test set, while
the model trained with SIGHAN13, 14, and
15&Wang271k is evaluated on the SIGHAN test
set in 2015 (SIGHAN15).

3.3. Dataset Limitation
Our dataset is collected from lecture audio and Chi-
nese exams, which may contain violence, pornogra-
phy, and political prejudice. Furthermore, we do not
consider the numerous Chinese dialects, and the
performance of our proposed method may slightly
decline when dealing with different dialects.

3.4. Automatic Metrics
Following existing CSC works (Xu et al., 2021;
Li et al., 2022), we use sentence-level detection
and correction accuracy, precision, recall, and F1
scores as automatic metrics. Specifically, at the de-
tection level, a sentence is deemed correct only if
all misspellings in the sentence are successfully de-
tected. At the correction level, the model must not
only detect but also correct all incorrect characters
to their respective correct forms.

4. PESC Model

Table 3 shows some examples of input, the corre-
sponding output of BERT, and the target of RCSCB.
We can see the following problems: (1) some En-
glish characters will be over-corrected. (2) some
pinyin characters of a single Chinese character
will be predicted as several characters. (3) some
consecutive pinyin characters belonging to differ-
ent Chinese characters will be misinterpreted as
a single character. To solve these problems and
improve model performance on RCSCB, we intro-
duce the PESC model, which consists of a correc-
tor, detector, and segmenter. Figure 2 illustrates
that we incorporate phonetic embedding and graph
embedding into the embedding layer. Next, the rep-
resentations obtained from the Bert-based encoder
are used as inputs to the detector, segmenter, and
corrector, respectively. The corrector outputs the
correction result. Finally, we refine the result with
the assistance of the detector and segmenter.

4.1. Corrector
The corrector is responsible for rectifying Chinese
and pinyin misspellings and converting pinyin to
the corresponding Chinese characters. Due to the
typical correspondence of multiple pinyin charac-
ters to a single Chinese character, the lengths of
the source and target sequences differ. To address
this problem, we expand the target sequence in the
training stage. Specifically, we introduce a sym-
bol 𝜙 in the target sentence at the corresponding
positions of all non-initial pinyin characters in the
source sequence. We also try other approaches to
align source and target sequence, which will be dis-
cussed in Section 5.5. Then, the result of correction
is 𝑌 = {𝑦1, 𝑦2, · · · , 𝑦𝑛}.The prediction probability of
the token 𝑥𝑖 is defined as:

𝑝𝑖 = 𝑃𝑐 (𝑦𝑖 = 𝑉 𝑗 |𝑋) = 𝑆𝑜 𝑓 𝑡𝑚𝑎𝑥( 𝑓𝑐 (𝑇 (𝐸)))

where 𝑃𝑐 (𝑦𝑖 = 𝑉 𝑗 |𝑋) denotes the conditional prob-
ability that the token 𝑥𝑖 is predicted as the j-th char-
acter in the vocabulary 𝑉 , 𝐸 = (𝑒1, 𝑒2, · · · , 𝑒𝑛) de-
notes the embedding of 𝑋, 𝑓𝑑 is a fully-connected
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Figure 2: Overview of our model architecture. Phonetic embedding and graph embedding are used to
capture phonetic and graph information. Token embedding includes segment embedding and position
embedding, which is the same as BERT (Devlin et al., 2019). For example, the input sequence is “停我
说me的yisia是我”. At the positions of ‘m’ and ‘e’,the corrector output are “么” and 𝜙. However, the output
of the detector at the same positions are all 0, which denotes that ‘m’ and ‘e’ are not pinyin characters. We
abandon modifying the corrector and keep the original input "me". Meanwhile, the output of the segmenter
at the position of ‘a’ is 0. We change the output of the corrector at the same place to 𝜙. Finally, after
deleting 𝜙, the output is “听我说me的意思是我” (Listen to me, the meaning of ‘me’ is me.).

layer with an output dimension of length |𝑉 |, 𝑇 is a
Transformer-based encoder. We model the objec-
tive for the training of the correct as follows:

L𝑐 = −
𝑛∑︁
𝑖=1

log 𝑃𝑐 (𝑦𝑖 = 𝑉 𝑗 |𝑋)

4.2. Pinyin Detector
The objective of the pinyin detector is to determine
whether a character in the input sequence is a
pinyin character and to predict the ground-truth
character of the initial consonant. We employ a
classifier featuring 28 distinct labels. Here, 0 sig-
nifies non-relevant characters, while 1 represents
pinyin characters that do not serve as initial conso-
nants. To denote the initial consonants, we employ
the numerical values 2 through 27 to correspond
with the English alphabet letters from 𝑎 to 𝑧, respec-
tively. The output of pinyin detector is a sequence
of labels 𝐷 = {𝑑1, 𝑑2, 𝑑3, · · · , 𝑑𝑛}. For each charac-
ter, a probability 𝑝𝑖 is used to denote the likelihood
of being predicted to the ground-truth label, which
can be defined as follows:

𝑝𝑖 = 𝑃𝑑 (𝑑𝑖 = 𝑔𝑖 |𝑋) = 𝑆𝑜 𝑓 𝑡𝑚𝑎𝑥( 𝑓𝑑 (𝑇 (𝐸)))

where 𝑃𝑑 (𝑑𝑖 = 𝑔𝑖 |𝑋) denotes the conditional prob-
ability given by the detector, 𝑔𝑖 denotes the ground-

truth label of 𝑥𝑖, 𝐸 = (𝑒1, 𝑒2, · · · , 𝑒𝑛) denotes the em-
bedding of 𝑋, 𝑓𝑑 is a fully-connected layer with an
output dimension of 28, 𝑇 is a Transformer-based
encoder. The objective for training the pinyin de-
tector is defined as follows:

L𝑑 = −
𝑛∑︁
𝑖=1

log 𝑃𝑑 (𝑑𝑖 = 𝑔𝑖 |𝑋)

In the inference stage, to further utilize the de-
tector for all characters(English and pinyin), if the
corresponding positions in the detector’s output are
0, we refrain from applying modifications by the
corrector and preserve the original input.

4.3. Pinyin Segmenter
The Pinyin segmenter is designed to prevent con-
secutive pinyin characters belonging to different
Chinese characters from being misinterpreted as a
single character or the pinyin characters of a single
Chinese character from being predicted as sev-
eral characters. Specifically, we construct a binary
classifier in which ’0’ is assigned to characters that
are part of the same Chinese character as their
preceding character, while ’1’ is assigned to other
characters. For example, if "今tian" is the input se-
quence, the label sequence is {1, 1, 0, 0, 0}, while
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"tian" is the pinyin sequence of "天(sky)". The out-
put of pinyin segmenter is a sequence of labels
𝑆 = {𝑠1, 𝑠2, 𝑠3, · · · , 𝑠𝑛}. For each character, a prob-
ability 𝑝𝑖 is used to denote the likelihood of being
predicted to 1, which can be defined as follows:

𝑝𝑖 = 𝑃𝑠 (𝑠𝑖 = 1|𝑋) = 𝑆𝑜 𝑓 𝑡𝑚𝑎𝑥( 𝑓𝑠 (𝑇 (𝐸)))

where 𝑃𝑠 (𝑠𝑖 = 1|𝑋) denotes the conditional proba-
bility given by the segmenter, 𝐸 = (𝑒1, 𝑒2, · · · , 𝑒𝑛)
denotes the embedding of 𝑋, 𝑓𝑠 is a fully-connected
layer, 𝑇 is a Transformer-based encoder. The ob-
jective for the training of the pinyin segmenter is
defined as follows:

L𝑠 = −1

𝑛

𝑛∑︁
𝑖=1

[𝑔𝑖 log 𝑝𝑖 + (1 − 𝑔𝑖) log(1 − 𝑝𝑖)]

where 𝑔𝑖 denotes the label of 𝑥𝑖.
In the inference stage, we substitute the output

of the corrector with 𝜙 at positions where the seg-
menter’s output is 0.

4.4. Phonetic and Graph Embedding
Phonetic and graph embedding help the model
capture phonetic and graph information, which has
been proven effective in many works (Cheng et al.,
2020; Xu et al., 2021). Following Rocbert (Su et al.,
2022), we define phonetic embedding 𝐸𝑝ℎ𝑜 and
graph embedding 𝐸𝑔𝑟𝑎 as follows:

𝐸𝑝ℎ𝑜 = 𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔𝑝 (𝑃)

𝐸𝑔𝑟𝑎 = 𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔𝑔 (𝐺)

where 𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔𝑝 and 𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔𝑔 denote two
embedding functions with different embedding num-
bers and dimensions, 𝑃 and 𝐺 denote phonetic and
graph id sequences, respectively, which are initial-
ized with a sequence of zeros matching the length
of the input. Next, we perform concatenation in the
hidden layer dimension, combining the phonetic
embedding 𝐸𝑝ℎ𝑜, graph embedding 𝐸𝑔𝑟𝑎, and the
standard token embedding 𝐸𝑡𝑜𝑘 , resulting in the
concatenated embedding 𝐸𝑐𝑎𝑡 . The final embed-
ding 𝐸 is defined as follows:

𝐸 = 𝐷𝑟𝑜𝑝𝑜𝑢𝑡 (𝐿𝑎𝑦𝑒𝑟𝑁𝑜𝑟𝑚(W𝐸𝑐𝑎𝑡 + b))

where W ∈ Rℎ𝑖𝑑𝑑𝑒𝑛×𝑒𝑚_𝑑𝑖𝑚 and b ∈ Rℎ𝑖𝑑𝑑𝑒𝑛 are
learnable parameters, ℎ𝑖𝑑𝑑𝑒𝑛 is the hidden state
size, 𝑒𝑚_𝑑𝑖𝑚 is the embedding dimension of 𝐸𝑐𝑎𝑡 .

4.5. Learning and Inference
The learning of our model is conducted end-to-end.
The overall objective is to optimize three modules
jointly as follows:

L = 𝜆1𝐿𝑑 + 𝜆2𝐿𝑠 + (1 − 𝜆1 − 𝜆2)𝐿𝑐

where 𝜆1 and 𝜆2 ∈ [0,1] are trade-off coefficients.
In the inference stage, we remove all 𝜙 in the

output. Besides, we propose a pinyin-enhanced
decoding strategy. Specifically, we constructed dic-
tionaries using each pinyin letter as a keyword. The
dictionaries comprise 𝜙 and Chinese characters
where the initial consonant corresponds to the re-
spective keyword. When decoding pinyin charac-
ters, we retain the probabilities of the characters
in the corresponding dictionaries and choose the
character with the highest probability as the predic-
tion.

5. Experiments

5.1. Baselines
We compare our method with the following base-
lines: T5 (Raffel et al., 2020) uses a unified frame-
work for text-to-text transfer learning. Fastcor-
rect (Leng et al., 2021) applies length prediction to
enable variable-length correction. PhVEC (Fang
et al., 2022) utilizes phonological tokens to expand
the source sentence, facilitating variable-length cor-
rection. Soft-Masked BERT (Zhang et al., 2020)
comprises a detection network and a correction
network. BERT (Devlin et al., 2019) directly fine-
tune BERT on our datasets. REALISE (Xu et al.,
2021) captures and combines semantic, pronun-
ciation, and glyph information. ECOPO (Li et al.,
2022) proposes an error-driven contrastive proba-
bility optimization framework to prevent the model
from predicting common characters as misspelled
ones.

We also compare the following popular LLMs:
ChatGPT (OpenAI, 2023) is a LLM trained
with Reinforcement Learning from Human Feed-
back (RLHF) approach 3. Yuan 1.0 (Wu et al.,
2021) is a Chinese LLM with 12B parameters, pre-
trained on 5TB data 4. ChatGLM (Zeng et al., 2022)
is an open bilingual 6.2B LLM based on General
Language Model (GLM) framework. BELLE (Yun-
jie Ji et al., 2023) is an instruction tuning LLM
with 7B parameters based on Bloom (Scao et al.,
2022) 5.We employ few-shot testing to assess the
performance of these LLMs. Table 4 displays the
specific prompts utilized in our evaluation.

5.2. Experimental Details
We implement our model with the open-sourced
Transformers library 6 (Wolf et al., 2020). We ini-

3In particular, we use text-davinci-003.
4The model API is obtained from https://air.

inspur.com.
5The checkpoint is "bloom7b-2m-8bit-128g"https://

huggingface.co/BelleGroup/BELLE-7B-gptq.
6https://github.com/huggingface/transformers

https://air.inspur.com
https://air.inspur.com
https://huggingface.co/BelleGroup/BELLE-7B-gptq.
https://huggingface.co/BelleGroup/BELLE-7B-gptq.
https://github.com/huggingface/transformers
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Id Prompt

1

一些句子会含有中文拼音，请按照示例修改给出正确的中文句子。

原句：some肯定有some对吧这个大常见了还有all就sht表示所有hamy。纠正：some肯定有some对吧这个太常见了还有all就是表示所有还有。
原句：rfan后今天下课势间也到了这ge就植能留着下次zjiang了。纠正：然后今天下课时间也到了这个就只能留着下次再讲了。

原句：inputs。纠正：

2

请按照示例修改掉句子中错别字和拼音，给出正确的句子。

原句：some肯定有some对吧这个大常见了还有all就sht表示所有hamy。纠正：some肯定有some对吧这个太常见了还有all就是表示所有还有。
原句：rfan后今天下课势间也到了这ge就植能留着下次zjiang了。纠正：然后今天下课时间也到了这个就只能留着下次再讲了。

原句：inputs。纠正：

3

请按照示例将句子中的错别字和中文拼音替换为正确的汉字。

原句：some肯定有some对吧这个大常见了还有all就sht表示所有hamy。纠正：some肯定有some对吧这个太常见了还有all就是表示所有还有。
原句：rfan后今天下课势间也到了这ge就植能留着下次zjiang了。纠正：然后今天下课时间也到了这个就只能留着下次再讲了。

原句：inputs。纠正：

4

请按照示例请修改错误并给出正确的中文句子。

原句：some肯定有some对吧这个大常见了还有all就sht表示所有hamy。纠正：some肯定有some对吧这个太常见了还有all就是表示所有还有。
原句：rfan后今天下课势间也到了这ge就植能留着下次zjiang了。纠正：然后今天下课时间也到了这个就只能留着下次再讲了。

原句：inputs。纠正：

Table 4: The different few-shot prompts used to evaluate LLMs.

Method Parameters Detection Level Correction Level
Acc Pre Rec F1 Acc Pre Rec F1

T5-base (Raffel et al., 2020) 300M - - - - 77.89 71.65 71.09 71.37
Fastcorrect (Leng et al., 2021) 99M 85.82 82.15 81.44 81.79 79.25 73.28 72.65 72.96

PhVEC (Fang et al., 2022) 120M 87.86 84.74 84.35 84.55 76.29 69.17 68.85 69.01
Soft-Masked BERT (Zhang et al., 2020) 140M 79.77 74.99 73.36 74.16 69.18 60.47 59.15 59.80

BERT (Devlin et al., 2019) 120M 90.78 88.58 88.04 88.31 83.05 78.15 77.67 77.91
REALISE (Xu et al., 2021) 280M 91.31 89.43 88.67 89.05 84.57 80.31 79.63 79.96
ECOPO (Li et al., 2022) 120M 90.92 88.77 88.19 88.48 83.39 78.62 78.10 78.36

ChatGPT 175B - - - - 18.73 12.32 15.19 13.60
Yuan 1.0 (Wu et al., 2021) 12B - - - - 14.00 3.05 3.13 3.09

ChatGLM (Zeng et al., 2022) 6B - - - - 1.53 0.62 0.82 0.70
BELLE (Yunjie Ji et al., 2023) 7B - - - - 7.15 2.07 2.26 2.28

PESC(Ours) 130M 91.85 89.97 89.43 89.70 84.92 80.62 80.13 80.37

Table 5: The performance of PESC and all baseline models on the TAL test set. Bold indicates the
current state-of-the-art performance. The results of LLMs are the average performance of 4 different
prompts.

Method Parameters Detection Level Correction Level
Acc Pre Rec F1 Acc Pre Rec F1

T5-base (Raffel et al., 2020) 300M - - - - 58.67 54.46 54.86 54.66
Fastcorrect (Leng et al., 2021) 99M 74.09 71.73 72.33 72.03 67.09 63.88 64.40 64.14

PhVEC (Fang et al., 2022) 120M 69.69 67.17 69.77 68.45 57.42 53.58 55.65 54.59
Soft-Masked BERT (Zhang et al., 2020) 140M 63.82 62.83 60.40 61.59 55.09 50.43 52.87 51.62

BERT (Devlin et al., 2019) 120M 78.27 76.71 77.12 76.91 70.82 68.24 68.52 68.38
REALISE (Xu et al., 2021) 280M 79.91 78.05 79.01 78.53 72.64 69.92 70.78 70.35
ECOPO (Li et al., 2022) 120M 79.18 77.66 77.98 77.82 71.27 68.58 68.93 68.75

ChatGPT 175B - - - - 20.25 18.07 19.77 18.88
Yuan 1.0 (Wu et al., 2021) 12B - - - - 7.50 2.81 2.62 2.71

ChatGLM (Zeng et al., 2022) 6B - - - - 2.27 1.59 1.75 1.66
BELLE (Yunjie Ji et al., 2023) 7B - - - - 5.74 3.30 3.54 3.41

PESC(Ours) 130M 81.45 79.90 80.98 80.44 73.91 71.34 72.31 71.82

Table 6: The performance of PESC and all baseline models on SIGHAN15 test set. Bold indicates the
current state-of-the-art performance. The results of LLMs are the average performance of 4 different
prompts.

tialize embedding, encoder, and corrector with the weights of "roc-bert-base-zh" 7. The parameters

7https://huggingface.co/weiweishi/
roc-bert-base-zh

https://huggingface.co/weiweishi/roc-bert-base-zh
https://huggingface.co/weiweishi/roc-bert-base-zh
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of the segmenter and detector will be randomly ini-
tialized. The hidden state size of all modules is
set to 768. The phonetic embedding function has
an embedding number of 910 and a dimension of
768, while the graph embedding function has an
embedding number of 24,858 and a dimension of
512. Considering that pinyin sequences cannot be
divided into subword units like English words, we
implement a character tokenizer that tokenizes all
characters into independent units. The tokenizer is
used in our model and other CSC methods. We set
the learning rate as 5e-5, warm-up steps as 10,000,
and batch size as 64. The loss trade-off coefficients
𝜆1 and 𝜆2 in joint learning are set to 0.3, and the
model is trained with the AdamW (Loshchilov and
Hutter, 2017) optimizer for 20 epochs.

5.3. Main Results

From the results in Table 5 and Table 6, we can
observe that the Seq2Seq model (T5), as well as
the models designed for variable-length error cor-
rection (Fastcorrect and PhVEC), exhibited some
potential in this task, although they still lag behind
CSC models (with the exception of Soft-Masked
BERT). Among all the baselines, REALISE exhibits
the best performance as it incorporates phonetic
and glyph information into the model. Specifically,
the phonetic information proves effective in correct-
ing pinyin misspellings. However, Soft-Masked
BERT demonstrates poor performance because
it causes the embedding at the error position con-
verge to the mask embedding. Consequently, this
results in the loss of information about the pinyin
characters. The performance of the LLMs is highly
deficient. One contributing factor is their difficulty
in comprehending the meaning of pinyin, particu-
larly when erroneous pinyin is involved. Another
issue arises from their tendency to engage in over-
correction. The PESC model performs better than
all baselines on two test sets. Specifically, com-
pared with REALISE, PESC achieves 0.65 F1 score
improvements at detection-level and 0.41 F1 score
improvements at correction-level on the TAL test
set. Additionally, it achieves 1.91 F1 score improve-
ments at detection-level and 1.47 score F1 improve-
ments at correction-level on SIGHAN15.

5.4. Ablation Study

To assess the individual contribution of each com-
ponent in PESC, we take BERT as the backbone
and conduct ablation studies using the following
configurations: (1) introducing the segmenter, (2)
introducing the detector, (3) introducing the detector
and using pinyin enhanced decode, (4) introducing
the phonetic and graph embedding. Table 7 shows
the ablation results evaluated on the TAL test set.

Method Acc Pre Rec F1
Detection Level

BERT 90.78 88.58 88.04 88.31
+Seg. 91.05 88.90 88.35 88.62
+Det. 91.12 89.02 88.43 88.72

+Det.&PED. 91.16 89.10 88.51 88.80
+ Pho.&Gra. E 91.65 89.75 89.17 89.46

PESC 91.85 89.97 89.43 89.70
Correction Level

BERT 83.05 78.15 77.67 77.91
+Seg. 83.16 78.25 77.76 78.00
+Det. 83.75 79.07 78.55 78.81

+Det.&PED. 83.86 79.12 78.70 78.91
+ Pho.&Gra. E 84.51 80.10 79.58 79.84

PESC 84.92 80.62 80.13 80.37

Table 7: Ablation results of the PESC model on
TAL test set, where Seg. represents segmenter,
Dec. represents detector, PED.represent pinyin-
enhanced decoding, Pho.&Gra. E represent pho-
netic and graph embedding. Bold indicates the
best performance.

Method Acc Pre Rec F1
Detection Level

Ours 91.00 88.92 88.23 88.57
All 90.57 88.34 87.75 88.04

Merge 90.96 88.82 88.23 88.52
Correction Level

Ours 83.93 79.36 78.75 79.05
All 82.63 77.62 77.10 77.36

Merge 83.16 78.28 77.76 78.02

Table 8: Performance of PESC (w/o phonetic and
graph embedding) on the TAL test set using differ-
ent alignment strategies. Bold indicates the best
performance.

It is observed that the inclusion of each module en-
hances the model performance to varying extents.
In particular, the detector module assists the model
in discerning pinyin characters from other charac-
ters, thereby avoiding excessive correction of En-
glish characters. The segmenter module equips
the model with the capability to segment consecu-
tive pinyin characters associated with distinct Chi-
nese characters. Moreover, pinyin-enhanced de-
coding enhances the model’s reliance on pinyin
characters during inference while avoiding the pre-
diction of these common characters (e.g., predict-
ing "今r(日)" to "今天"). Additionally, the phonetic
and graph embedding modules enable the model
to acquire phonetic and graph information. With
all modules working together, PESC achieves the
current state-of-the-art performance.

5.5. The Effect of Alignment Strategy
In the PESC model, we align the source and tar-
get sequences by associating the initial consonant
with the correct Chinese character and introduc-
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ing the character 𝜙. Additionally, we also explore
other alignment strategies referred to as "All" and
"Merge". "All" indicates that we associate all pinyin
characters with the correct Chinese character (e.g.,
"jin(今)" corresponding to "今今今"). "Merge" indi-
cates that we merge the encoder representations of
all pinyin characters that correspond to a Chinese
character and forward the merged representation
to the corrector. Table 8 shows the performance of
PESC on the TAL test set using different alignment
strategies. A comparison reveals that our method
outperforms "All" and "Merge" in terms of perfor-
mance. Particularly, at correction-level, our method
achieves a superior F1 score of 1.69 over "All" and
1.03 over "Merge". We posit that both "All" and
"Merge" introduce challenges to model learning,
consequently diminishing model performance. Ad-
ditionally, due to the occurrence of insertion errors,
"All" leads to incorrect alignment between pinyin
characters and Chinese characters (e.g., insertion
error "jimn(今)" leads "m" corresponding to "今"),
thereby elucidating the inferior performance com-
pared to "Merge".

6. Conclusion

In this paper, we introduce the Realistic Chinese
Spell Checking (RCSC) task, which aims to convert
the realistic Chinese text into the corresponding cor-
rect text. Compared to existing tasks, RCSC has
higher capability requirements for models that need
to address both Chinese misspellings and pinyin
conversions simultaneously. To benchmark the per-
formance of various methods on RCSC, we present
the RCSCB, which consists of 581,657 samples in
total. To address the unique challenges of RCSC
better, we also propose a PESC model with elab-
orately designed strategies. Experimental results
show that PESC can achieve state-of-the-art per-
formance on RCSCB. The ablation study results
demonstrate the effectiveness of each strategy of
the PESC. We hope more progress can be made in
this more realistic CSC task, which has significant
application value in real-world scenarios.
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