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Abstract
This paper presents the rationale for a “dedicated” corpus of spoken Maltese, Korpus tal-Malti Mitkellem, KMM,
‘Corpus of Spoken Maltese’, based on the concept of a gold-standard Core collection. The Core collection is designed
to cater to as wide a variety of user needs as possible whilst respecting basic principles governing corpus design,
such as representativeness and balance, and delivering high quality in terms of both audio quality and annotations.
An overview is provided of the composition of the current Core corpus of around 20 hours of data and of the human
annotation effort involved. We also carry out a small qualitative analysis of the output of a Maltese ASR system and
compare it to the human annotators’ output. Initial results are promising, showing that the ASR is robust enough to
generate first-pass texts for annotators to work on, thus reducing the human effort, and consequently, the cost involved.
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1. Introduction

Spoken corpora are a necessary resource for any
language in the digital age. There are different
types of speech corpora. Some audio collections
simply provide transcripts of the data whilst other
collections provide time-aligned transcriptions or
annotation at different levels of structure, possibly
also with some kind of metadata. Speech data
acquisition has been referred to as the “underesti-
mated challenge” (Niebuhr and Michaud, 2015). In
the case of low-resource languages such as Mal-
tese, the task of developing such a corpus can be
even more challenging.

This paper aims to present the design and com-
pilation of a spoken corpus for Maltese. A brief
overview of the language technology support for
Maltese is provided in Section 2. A discussion on
the nature of a spoken corpus and/or speech cor-
pora follows in Section 3, setting the scene for dis-
cussion of the design concept of a spoken corpus
for Maltese intended to cater to as wide a variety of
needs as possible. Section 4 outlines work done
so far on compilation and annotation of a Core col-
lection, spoken corpus for Maltese. A preliminary
evaluation of the annotation efforts involved is also
carried out. Section 5 concludes the paper.

2. Language technology for Maltese

The situation of language technology support for
Maltese described by Rosner and Joachimsen
(2012), though far from rosy, was already beginning
to improve in so far as text corpora were concerned:
the same could not be said for speech at the time.
The situation has improved substantially since then.
Rosner and Borg (2023) report on improvements

whilst also pointing out gaps with respect to tools,
resources and support, highlighting speech tech-
nologies for Maltese as an area in need of improve-
ment, whilst Skowron et al. (2023) report on work
carried out by Mena et al. (2020) which showed
that data augmentation and pooling methods can
be used effectively in the context of a scarcity of
training data, as is the case for Maltese.

2.1. Overview of resources for Maltese
The main digital resource so far continues to be
the Maltese Language Resource Server, MLRS1,
described by Rosner and Joachimsen (2012, p. 75)
as “an extensible computational infrastructure in
the form of a server providing the basic function-
ality to enable access over the web to available
corpora, some services, and a rudimentary sys-
tem to facilitate the submission of contributions”.
In turn, the main resources included in the MLRS
are a number of corpora, foremost amongst which
is the Korpus Malti. Gatt and Čéplö (2013) give a
brief overview of the data in the corpus at the time
of writing: together these consisted of a total of
around 250 million tokens. A newer version of the
Korpus Malti, v4.0 has been published since then
(Micallef et al., 2022), with more careful curation
of the data sources from which the corpus is col-
lected. The current size involves around 500 million
tokens and further development is in progress. The
authors acknowledge that one of the challenges
of the opportunistic nature of these (mainly text)
corpora is that achieving representativeness and
balance, two of the important mainstays of any cor-
pus is particularly difficult, see e.g. Sinclair (2005)
and summary of basic principles for designing cor-

1http://mlrs.research.um.edu.mt

http://mlrs.research.um.edu.mt
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pora in Knight and Adolphs (2022). Recent efforts
have also resulted in a National Language Technol-
ogy Platform (Cortis et al., 2021; Vasil,evskis et al.,
2022) which is now online and focuses mainly on
Machine Translation2.

A number of other resources, including corpora,
are included in the MLRS, (Rosner and Joachim-
sen, 2012) but we will move on here to examine
the situation with corpora of spoken data.

2.2. What about Speech?
As mentioned above, the greater part of the Kor-
pus Malti collections, including the newer versions,
involve text rather than speech. In fact, the greater
part of the spoken data included in the Korpus Malti
corpora involve presumably modified or cleaned
up versions of the written records of parliamentary
debates put together by the parliament scribes. A
small amount of data involving speeches is also
available. The parliamentary speech data in partic-
ular is far-removed from everyday conversational
speech in its stylistic features (see Vella, Magro,
and Chetcuti, 2015), containing, amongst other
features, frequent repetitions for rhetorical effect
and greater than usual use of both silent and filled
pauses, not to mention different use of lexical and
morphosyntactic structures. Moreover, whilst the
audio recordings corresponding to the parliamen-
tary data transcripts are available from the parlia-
mentary archives3, a fair amount of searching is
required to link specific texts to their audio counter-
parts.

Nevertheless, four main types of spoken data
are available to date:

• Korpus Malti v3.0 – transcripts of c.
43,400,000 + 50,000,000 (bulbulistan)
tokens involving “parliamentary debates” data
and an additional 18,000 tokens involving
“speeches” (Gatt and Čéplö, 2013).

• CommonLanguage – 1h of open access audio
recordings (Sinisetty et al., 2021).

• Common Voice – currently includes 18h of
crowdsourced audio recordings of read sen-
tences together with the text prompts for these
– in this version 50% of these data have been
validated (Mena et al., 2020).

• MASRI-Headset – 8h audio recordings of
speech read from text prompts and additional
spontaneous speech with transcriptions “suit-
able for training ASR systems” (Mena et al.,
2020, p. 6382).

2https://traduzzjoni.mt/
3https://parlament.mt/en/menues/

reference-material/archives/
media-archive

The “spoken” component in Korpus Malti stands
out from the remainder of the spoken data in that
they were “spoken” first (even if parliamentary in-
terventions may sometimes be wholly or partly
scripted), and transcribed later. Of course, since
recordings of these data are available, they consti-
tute a large (and continually increasing) amount of
data. However, such data can in no way be consid-
ered representative of naturally occurring speech
for reasons mentioned earlier.

The other corpora listed above share one ele-
ment, which is that they all involve read speech:
speakers were recorded whilst reading text pre-
sented to them in the form of some kind of prompt.
This means that these data come with a ready text
to accompany the recordings.

Apart from the above, a number of smaller spo-
ken (e.g. MalToBI4) and/or multimodal corpora
(e.g. MAMCO5) annotated in line with conventions
and standards developed over the years in the con-
text of various projects, are also available, as are
some collections of other data harvested from mis-
cellaneous sources – the latter have not yet been
transcribed.

To date however, there has been no attempt
to collect a dedicated spoken corpus for Maltese
which will cater to as wide a variety of user needs
as possible, in other words, not just to the techno-
logical community but also to speech scientists and
the public at large. It is in this context that the work
on the Korpus tal-Malti Mitkellem, KMM, ‘Corpus
of Spoken Maltese’, is being carried out. We delve
further into the requirements of a spoken corpus in
Section 3 below.

3. Spoken corpora

By definition, a spoken corpus consists minimally
of two elements:

• audio (and, increasingly, video) recordings
involving spoken language; and

• an accompanying text or transcript allowing
for searchability of the content of the spoken
data.

For most purposes, these two elements are suffi-
cient for use as training data, as is the case when
developing speech technologies of different sorts
(e.g. automatic speech recognition and text-to-
speech systems).

A third element is often also included in spoken
corpora:

4https://hdl.handle.net/21.11129/
0000-000B-D309-D

5https://sites.google.com/view/
mamcocorpus/home

https://traduzzjoni.mt/
https://parlament.mt/en/menues/reference-material/archives/media-archive
https://parlament.mt/en/menues/reference-material/archives/media-archive
https://parlament.mt/en/menues/reference-material/archives/media-archive
https://hdl.handle.net/21.11129/0000-000B-D309-D 
https://hdl.handle.net/21.11129/0000-000B-D309-D 
https://sites.google.com/view/mamcocorpus/home
https://sites.google.com/view/mamcocorpus/home
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• time-aligned transcriptions allowing record-
ings to be searched in relation to the text.

For use by those carrying out research on speech
of different sorts, a fourth element is also needed:

• metadata on the speakers and the recordings.

It is a well-known fact that spoken corpora, unlike
text corpora, continue to be under-represented e.g.
whilst 133 spoken corpora are included in CLARIN6,
these corpora represent only 15 languages. In
cases where National corpora contain a spoken
component, such as in the case of the British Na-
tional Corpus (BNC)7, this is more often than not
relatively small. In fact, remedying this lacuna led
to the development of the Spoken BNC2014 (Love
et al., 2017). Amongst the reasons for this lacuna
is the fact that spoken corpora are much more time-
consuming to design, collect, process, extend and
maintain in terms of human effort, and therefore
expensive in financial terms when compared to text
corpora. For this reason, as Knight and Adolphs
(2022, p. 25) say, “the issue of cost-effectiveness
requires consideration, in particular, weighing up
the advantages between capturing large amounts
of data (in terms of time, number of encounters or
discourse contexts), the amount of detail added in
transcriptions and annotations and the nature of
analyses that the data may support relative to the
cost of carrying out these tasks”.

3.1. Desiderata for a new spoken corpus
of Maltese

For a large number of reasons, including the cost-
liness involved in pre-processing spoken data for
inclusion in a corpus, the opportunistic approach
to corpus collection does not lend itself well to spo-
ken corpora. At some level of course, if all that is
required is speech without the minimal requirement
of the accompanying text, then accepting any data
which comes along would not be a problem. In prac-
tice however, what we want is a corpus which will be
seen as a kind of proxy for present-day Maltese and,
for this reason, trying to respect the principles of
representativeness and balance in particular, whilst
also juggling with the notion of size to the extent
possible for reasons mentioned above, is important.
One further consideration is that, for reasons to do
with the high cost of constructing a spoken corpus,
we would like the corpus to serve as a reference
point for as wide a variety of user needs as possible,
as mentioned earlier.

6https://www.clarin.eu/
resource-families/spoken-corpora

7http://www.natcorp.ox.ac.uk/

3.2. The design of the Korpus tal-Malti
Mitkellem, KMM

The design concept for the Korpus tal-Malti
Mitkellem, KMM, centres around the idea of a ded-
icated corpus of spoken Maltese consisting of a
Core collection which can be extended in princi-
pled ways, together with Satellite material of two
sorts: Donated material from corpora collected and
annotated in the context of other projects (see e.g.
2.2 above) and material Harvested from different
sources (e.g. online programmes, podcasts, ra-
dio and television shows, etc.), transcribed and
annotated following established conventions and
standards. We will focus in this paper on what we
are referring to as the Core collection.

The considerations outlined above on the ex-
tremely time-consuming, and therefore expensive
task involved in constructing spoken corpora bring
with them some important consequences for repre-
sentativeness, balance and homogeneity8 as set
out in Knight and Adolphs (2022).

The work on the KMM started with an attempt at
outlining a number of discourse events or text-types
which would form the basis of data collection from
speakers for the Core collection. These text-types
are described briefly below.

3.2.1. Text-types in the Core collection

The design of the material for the Core collection is
intended to allow for speech involving a variety of
text-types ranging from easy-to-process read data
(easy in the sense that a text of the audio data
collected is available a priori) to unscripted data.
Although we do intend to collect samples of free
speech, it is expected that the majority of the un-
scripted data will be that requiring speakers to either
respond to a prompt of some sort, or participate in
some type of task-oriented activity.

Speakers who volunteer to participate in the
project are asked whether they would be willing to
engage in a number of speaking tasks alone (mono-
logue, Mono) or in conversation with a speaking
partner (dialogue, Dia). Speakers will not be re-
quired to complete the full battery of tasks although
efforts will be made to collect as much data as pos-
sible from each participant. The general design
of the Core collection in terms of types of data is
shown in Figure 1.

The reading (Mono) task used in the collection of
Core data is based on excerpts from novels written
by contemporary authors and normally includes
a small amount of direct speech. All necessary
permissions to use these excerpts have been ob-
tained. The read data comes with the advantage
of a small amount of data from different speakers

8See Cavaglià (2002).

 https://www.clarin.eu/resource-families/spoken-corpora
 https://www.clarin.eu/resource-families/spoken-corpora
http://www.natcorp.ox.ac.uk/


16346

Figure 1: Different types of data for the Core col-
lection.

which will allow for direct comparison. All read
data is Mono data. All other Mono tasks are un-
scripted and include explaining a favourite recipe,
retelling the stories which unfold in a number of Dis-
ney (non-verbal) shorts, talking about a specified
topic, responding to a picture or a Mind Map, and
finally, free speech.

The only task which was restricted to pairs in-
volves use of a Map Task (Anderson et al., 1991).
This task requires speakers to work collaboratively
to complete an information gap activity. Dia data
from this task is highly task-oriented, and generates
speech which is natural mainly in that engaging in
the task takes the speakers’ minds off the fact that
they are being recorded. The task-oriented nature
of the Map Task needs to be kept in mind. The
battery of Dia tasks complements the Mono tasks
described above. As already mentioned, we also
intend to collect samples of free speech wherever
possible.

In summary, it is expected that the Core collec-
tion will consist of data involving some read speech,
whilst prioritising unscripted data. It will be roughly
divided between Mono and Dia speech. Whilst we
will seek to include data which is ecologically valid
in being as close as possible to naturally occurring
speech, an important proviso needs to be made at
this point: this is that recording speakers as they
converse (Dia data), and more so whilst they sim-
ply perform a task solo (Mono data), is not totally
natural. Data collected via tasks such as those in-
volved here is certainly more ecologically valid than
read speech. Nevertheless, opportunities to collect
instances of truly free speech should be optimised
whenever they present themselves.

3.2.2. Participants

Since the aim is to continue to extend the Core
collection of the spoken corpus, participants will
be recruited periodically via social media and us-
ing a friends-of-friends approach depending on the
availability of funds. Participants will be required to
complete a language background questionnaire as

well as to read an information sheet explaining the
aims of the project and sign a consent form. Select
information from the language background ques-
tionnaire will form the basis of the (anonymised)
metadata (see also 4.1.3) which will accompany
recordings. Such metadata is yet to be compiled
for the collection so far.

3.2.3. Recording

Recordings have been and will continue to take
place in sound proofed premises wherever possi-
ble, although recordings made by participants on
their own devices may also be accepted as long as
they were made in a quiet environment and saved
in lossless .wav format. External microphones will
be used wherever possible, with speakers in Dia
tasks each using their own mono-directional mi-
crophones to allow for separate channel record-
ings which make for easier annotation. In order
for the Core collection of the spoken corpus to
have as wide a reach as possible, and given that
good acoustic quality is important to some expected
users of the spoken corpus, the Core collection will
prioritise best quality recordings.

3.3. Annotation of the corpus
A number of annotation training sessions were held
in order to train annotators in the use of the SPeech
ANnotation Guidelines for Maltese, SPAN (Vella
et al., 2010). Primary annotation of the spoken data
collected was carried out by these annotators fol-
lowing the established conventions and standards.

In this latter part of the project, a recently devel-
oped speech-to-text model for Maltese (Williams
et al., 2023, described below in 3.3.2) is being
tested to generate a first-pass text of the spoken
data which can then be manually corrected by our
human annotators.

3.3.1. Human Annotation

In the case of the read data, annotators were pro-
vided with the text and required to listen carefully
to the recording and add to the text elements in the
actual textual rendering produced by the speaker.
The original text was corrected in order to reflect
use of any normal disfluencies (deletions/insertions,
false starts, hesitations, fillers etc.) in the actual
reading.

Annotation of the unscripted data, Mono as well
as Dia, was carried out in PRAAT (Boersma and
Weenink, 2001), with one tier per speaker being
used in the case of the Dia data. Annotators
were required to insert boundaries at pauses in
the speech (not necessarily the same as syntactic
boundaries) and to then fill in the text for each inter-
pausal stretch of speech. Once again, all instances



16347

of normal disfluencies, as well as a few other ele-
ments, were indicated in the transcript following the
established SPAN Guidelines. Apart from the con-
ventions mentioned above, the SPAN Guidelines
also allow for elements such as variant pronuncia-
tions, ungrammatical forms, non-Maltese words etc.
to be flagged up, e.g. &puluzija ‘police’, where the
dictionary entry in Aquilina (1990) is pulizija, *fil-fuq
rather than il-fuq ‘above’, and /ratings/ respectively.

The reason for following (and propagating use
of) the SPAN Guidelines (Vella et al., 2010) is that
they allow for consistency across different anno-
tators and corpora. Whilst it was not feasible to
organise second-pass annotations of all the data,
spot-checking of these is currently in progress, also
with a view to identifying (the more accurate and
efficient) annotators with the intention of recruiting
these to contribute to the next phase of the project.

3.3.2. Automatic Annotation

The model used to generate automatic first-pass
texts of the spoken data involves a recently devel-
oped version of Wav2Vec2 trained on Maltese data
(Williams et al., 2023). Wav2Vec2 is an automatic
speech recognition (ASR) model composed of 3
main components: a CNN feature extractor, trans-
former blocks, and a quantization module (Baevski
et al., 2020). XLS-R is an instance of Wav2Vec2
pre-trained on 436k hours of speech from 128 dif-
ferent languages. In this work we are using the 2
billion parameter XLS-R which was fine-tuned on
50 hours of Maltese speech (Williams et al., 2023).
We will refer to this model as Wav2Vec2MT.

The rest of this paper provides a discussion of
aspects of the ongoing work of corpus collection,
including by taking a look at ways in which the
heavy-duty annotation work can be improved.

4. Work done to date and evaluation

As stated above, the Core collection is a work in
progress. However, an overview of its state-of-play
and a first evaluation of the annotation effort which
has been undertaken is discussed below.

4.1. The Core collection to date
This section presents an overview of the composi-
tion of the Core collection in relation to the design
concept presented in Section 3. The overview pre-
sented below is based on a Core collection of 20
hours collected and processed, but not fully anno-
tated, at the time of writing.

4.1.1. Text-type composition

The text-type design for the Core collection of this
new corpus involved collecting less of the read

Read vs Unscripted
Read 10,820 15%
Unscripted 60,891 85%
Mono vs Dia
Mono 34,387 48%
Dia 37,324 52%
Text-type
Recipe 1,768 3%
Retell 4,857 8%
Topics 10,972 18%
Pictures 16,186 27%
Mind Map 20,130 33%
Map Task 2,627 4%
Free 4,351 7%

Table 1: Overview of the data distribution, by text-
type, in seconds, and as a percentage, of the total.

speech type of data. This is in line with the aim of
prioritising data involving more naturally occurring
speech represented by different types of unscripted
data, and in this way moving towards better respect-
ing the principle of representativeness.

As can be seen from Table 1, the skew towards
read data has been redressed with the majority
of the data (85%) consisting of unscripted data.
There is also a good balance between Mono and
Dia data in the collection so far. There is a reason-
able balance in the data involving the different text-
types although more work is needed to increase
the amount of data involving the less-controlled of
these, in particular free speech.

4.1.2. Demographically representative and
balanced corpus

The aim at the start of this project was to collect
data from as demographically balanced as possible
a sample of speakers of Standard Maltese repre-
senting a cross-section of Maltese society in terms
of sex, age, and to a lesser extent, level of educa-
tion. A balanced distribution of speakers coming
from different localities is also one of the desiderata,
the idea being to take note of gaps as we continue
to populate the Core part of the corpus and to seek
to fill these gaps in future data collection attempts.

As can be seen from Table 2, the balance of
speakers in terms of sex, age and education is
reasonable. Efforts will be made to recruit more
females as we progress with the data collection in
order to achieve a better balance of female vs male
speakers. We will also try to recruit more speakers
who have not attended tertiary education studies.

Moreover, in the complex linguistic context of
Malta (Vella, 2013), speakers are often not only
bilingual but possibly also bidialectal. Homogene-
ity is a third criteria often invoked in discussions
on the standards to be aimed at when compiling
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Distribution by sex
Male 23 62%
Female 14 38%
Distribution by age group
20-29 10 27%
30-39 8 22%
40-49 7 19%
50-59 4 11%
>60 8 22%
Distribution by level of education
Post-tertiary 24 65%
Tertiary 8 22%
Pre-University 4 11%
Secondary 1 3%

Table 2: Distribution of speakers in terms of sex,
age group and education in the current Core col-
lection.

Figure 2: Distribution of speakers in the Core col-
lection (bigger dots indicate a larger number of
speakers).

a corpus, see Sinclair (2005), as well as Cavaglià
(2002)). In the interest of homogeneity, but also
since cross-linguistic influence between the lan-
guages and/or language varieties or dialects in a
speaker’s repertoire can be expected, data collec-
tion efforts have focussed on speech likely to be
categorised as Standard Maltese. The idea was to
recruit speakers whose spoken Maltese was least
likely to be heavily influenced by English on the one
hand, or by a dialect other than Standard Maltese
on the other. Maltese rather than English domi-
nant speakers, and mono-dialectal rather than bidi-
alectal speakers, were prioritised. The responses
provided by participants in their completion of the
language background questionnaire served as a
soft filter for following up with potential participants.

As can be seen from Figure 2, data collected so

far involves speakers coming from a good spread
of localities in Malta, although not from Gozo and
some of the areas more prone to use of a dialect
alongside Standard Maltese, for reasons discussed
above. Speakers coming from Birkirkara, a locality
in Malta with a very high population density9, rep-
resent the largest group having contributed to the
Core collection to date.

4.1.3. Labelling and organisation of data

In order to ensure anonymity, participants were as-
signed a code and all recordings were coded by
task type and participant code e.g. the examples
in 4.2.2 below were taken from an audio recording
bearing the filename Mono_Task_Pics03_11M: this
indicates that the data involves a Mono unscripted
recording of a male speaker, 11M, responding to a
trio of pictures coded as Pics03. The correspond-
ing annotation files include the extension .txt and/or
.TextGrid. Metadata information on the speakers
and the quality of the recordings is yet to be com-
piled.

4.2. Evaluation of the annotation effort
As indicated earlier in Section 3, one aim of the
Core collection of the KMM is that it be a represen-
tative and balanced collection of spoken texts with
corresponding plain text transcripts and/or time-
aligned transcriptions. In this section, we provide a
first evaluation of the annotation effort carried out.

4.2.1. Human annotation

Calculating the amount of time involved in the hu-
man annotation effort is not a straightforward exer-
cise for all sorts of reasons including that different
annotators were involved, with different levels of
experience and ability to work to the Guidelines
etc. We have in fact carried out a spot-check ex-
ercise aimed at identifying the more accurate as
well as efficient annotators for internal purposes.
A full evaluation of the human annotation effort is
yet to be carried out. Clearly, manual annotation
by human annotators is at best fluctuating. Never-
theless, as a result of the work carried out to date,
some fine-tuning to the instructions given to anno-
tators has been agreed and these instructions will
be put together in a protocol for annotators. This is
expected to increase the consistency of the output
of the human annotators.

In the meantime, in an attempt to speed up the an-
notation process, some of the data was run through
the Wav2Vec2MT model introduced in 3.3.2. The
text output of the model was then corrected by the
human annotators. A preliminary evaluation of the

9https://www.citypopulation.de/en/malta/cities/
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usefulness of this model for the purposes of speed-
ing up the annotation process is presented below,
starting with a comparison of some examples of
machine output to the human output in 4.2.2 below.

4.2.2. Error rate analysis of machine as
compared to human annotation

A brief examination of the gold-standard human an-
notation (H for Human) compared to the automatic
output of the Wav2Vec2MT model (M, for Machine)
can serve to throw light on the nature of the errors
being made by the ASR model. One element which
we mention here but will not take up any further,
is that of the human annotators’ transcription of
“fillers” in particular, but also other normal disflu-
ency elements which occur in speech. The SPAN
Guidelines give clear instructions on the annota-
tion of such elements, e.g. ' indicates a deleted
segment as in 'ed for qed in (1), ee and em in (3)
and (5) indicate specific fillers, whilst [ ] indicates
the insertion of segments which do not show up
in standard orthography such as the [i] in (4). A
number of examples are discussed below (source-
file: Mono_Task_Pics03_11M) to give a taste of the
issues encountered by the Wav2Vec2MT model. In
these examples, M elements which differ from their
H counterparts are shown in red and blue respec-
tively. Fillers and other normal disfluency markers
are indicated in green.

(1)
H - ee pjuttost mitluq em eżawrit gh̄ajjien
‘FILLER rather shabby FILLER exhausted tired’
M - pjuttost mitluq eeżawrit h̄ajjien
(2)
H - fl-ewwel+ ee+ ritratt gh̄an'na raġel
‘In the first FILLER photo we have a man’
M - fl-ewwel ritratt tan-nar aġiel
(3)
H - Gh̄aliex tah̄seb li 'ed jistennew in-nies ta' dawn
l-istampi?
‘Why do you think that they are waiting, the people
in these pictures?’
M - gh̄aliex tah̄seb li qed istennew in-nies ta’ dawn
l-istampi
(4)
H - f’dan il-mument kien 'ed jesperjenza [i]l-ġmiel
tan-natura
‘In this moment he was experiencing the beauty of
nature’
M - f’dan il-mument kienet esperjenza l-ġmiel tan-
natura
(5)
H - X’tah̄seb li se jiġri wara dan il-mument+
maqbud fl-istampi?
‘What do you think will happen after this moment
captured in the pictures?

M - x’tah̄seb li se jiġu wara dan il-mument maqbud
fl-istampi

The first issue relates to errors in the identifica-
tion of specific segments and/or to segmentation.
(1) involves an example of the former. The system
gives a <h̄>, normally realised as a [h] for <gh̄>, of-
ten not vocalised but “pronounced” with the sound
of the following vowel, in this case an [5j]. The con-
text here is interesting since final voiceless stops
in Maltese are often quite heavily aspirated so that
the final /t/ in eżawrit is realised as [th]: the aspi-
ration here seems to have been interpreted by the
model as consisting of a [h] and mis-segmented
as the first sound of the following word, thus giving
the non-word *h̄ajjien for gh̄ajjien. A further error
occurs here, which is that the filler before eżawrit
has been integrated into the first part of eżawrit,
thus giving *eeżawrit.

Two further instances arising from mis-
segmentation but resulting also from misinterpreta-
tion by the model of the connected speech version
of gh̄andna pronounced as ["5nn5] i.e. without
a medial [d], can be noted here. The segment
sequence here is: [rItr5tt 5nn5 r5:dZEl] (spaces
here are used simply to show where the different
words end and begin). The model’s reinterpretation
of this sequence gave: [rItr5t t5n n5r 5:dZEl], and
hence, tan-nar *aġiel.

The three remaining examples illustrated here
involve errors in the verbs. Such errors are clearly
more problematic in that they result in a loss of
meaning. In (3) qed jistennew is rendered as qed
*istennew even though there is a clear transition
from a [j] to an [I] in the acoustic signal. The glottal
stop /P/ at the beginning of qed in (4), as in (3), is
not pronounced by the speaker (this is indicated by
means of the ' in the H annotation). This has no neg-
ative impact on the M output. What does have an
impact in (4) is omission of the final /t/ in qed (final
stops are devoiced in Maltese), with the result that
the complex verb sequence /kI:n PEt jEspErjEnts5/
pronounced without the glottal stop, caused the sys-
tem to reinterpret the acoustic sequence as [kI:nEt]
and then replace the second element in the verb
sequence by the noun [EspErjEnts5]. The final exam-
ple (5), involves the M output of jiġu [jIdZU] rather
than jiġri [jIdZrI]. An examination of what is actu-
ally happening shows that there is some element
of coalescence between the final /I/ of jiġri and
the /w/ at the beginning of wara. Interpretation of
‘r’ is not straightforward since the pronunciation of
this segment in Maltese (as in other languages) is
so variable. For example, affricated ‘r’s have been
noted by Vella and Grech (personal communica-
tion), and such affrication may have caused the ‘r’
segment to be lost to the model as a result of the
frication at the end of the preceding /dZ/, hence
giving jiġu for jiġri. Wav2Vec2MT does not include
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#
Type files hh:mm:ss WER% CER%
Dia 8 01:30:31 71.44 50.36

Table 3: % Word and Character Error Rates for the
Dia files.

#
Type files hh:mm:ss WER% CER%
Rec 12 00:20:35 32.64 11.47
Spon 11 00:45:32 32.71 12.98
Pics 12 00:48:26 30.74 11.20
Retell 12 00:49:05 22.68 8.25

Table 4: % Word and Character Error Rates for the
Mono files, by text-type.

a Maltese language model (Williams et al., 2023)
and therefore, such errors, resulting from interpre-
tations of the spoken output mainly based on the
acoustic model, are not surprising.

4.2.3. Human vs machine annotation
comparison

We were interested in analysing the output of the
ASR model made available by Williams et al. (2023)
when compared to the human annotations. We use
Word and Character Error Rates (WER & CER),
expressed as percentages for this purpose. The
SPAN Guidelines annotation labels for elements
such as “fillers” mentioned in 3.3.1 were removed
as the ASR model has not yet been trained on data
including such elements. The texts were compared
on the basis of alphabetic strings, with only the
<'> (apostrophe) and <-> (dash) characters left in
the annotator text. Boundary placement does not
feature in this analysis.

The results of the analysis carried out are shown
in Table 3 for the Dia data and Table 4 for the Mono
data, with results provided separately by text-type.
Focusing on the WER, we can see that the different
text-types impacted the ASR model’s ability to tran-
scribe the speech accurately to different extents.
The error rate for the Dia data is relatively high
at 71.44%. Considering that in collecting the Dia
data, we used separate microphones for the two
speakers, there was an expectation that the WER
would not be as high as is the case. The distance
between the two microphones may not have been
enough to prevent the speech of the two speak-
ers being caught by both microphones, especially
in instances, not infrequent in Maltese, of overlap
(Paggio and Vella, 2014). It is likely that overlap-
ping speech was one reason that the ASR model
performed relatively worse in the case of the Dia
data as compared to Mono data.

The error rates for the Mono data, by contrast,

are much lower overall than those for the Dia data,
aligning quite well with results reported in Williams
et al. (2023). It is interesting that the model per-
formed better on the retelling task as compared to
the other tasks, and also that the results for the
recipe description and the spontaneous Mono data
are very similar. In view of the discussion earlier
of the issue of prioritising the collection of data
which is as close as possible to naturally occurring
speech, a closer examination of the data collected
as a function of the different tasks would be worth
carrying out.

Overall, however, these results suggest that the
fine-tuned XLS-R model is indeed quite robust. It is
clear that the output of the ASR model, at least in
the case of the Mono data, is already good enough
to allow for a pipeline similar to that reported in Vella
et al. (2024) for Maltese English using YouTube
captioning as a starting point, to be put in place for
use in the annotation of spoken data collected in
the context of this project.

5. Conclusion

In this work, we presented the design concept (Sub-
section 3.2) for a "dedicated" corpus of spoken Mal-
tese centred around the idea of a representative
and balanced Core collection. We believe that this
is a necessary step to ensure that the corpus can
serve multiple purposes. The aim is to supplement
this part of the corpus with data from both Donated
and Harvested collections whilst also continuing
to expand the Core collection. In order to ensure
that the spoken corpus does cater to the needs of
a wide variety of users (referred to at the end of
Subsection 2.2), the Core part of the corpus should
aspire to the highest standards possible in all re-
spects, including in terms of the quality of both the
audio data and the annotations.

The objective of the annotation element is that
the material for the Core collection will include ac-
companying transcripts and, for at least part of
the corpus, time-aligned transcriptions, that are as
accurate as possible. Applying the Wav2Vec2MT
model (Williams et al., 2023) to provide an initial
transcription has given positive initial results and
merits further investigation. From the corpus lin-
guistic perspective, care needs to continue to be
taken to ensure representativeness and balance
as the corpus grows, as well as to fine-tune the pro-
tocol for annotators in order to improve efficiency.
From the computational perspective, we could in-
vestigate the fine-tuning of an XLS-R model specif-
ically on this corpus, in a similar way to Williams
et al. (2023). We would expect it to provide better
transcriptions, especially in relation to boundary
placement. In an ideal scenario, similar to Fallgren
et al. (2019), we would expect such a tool to aid
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human annotators, thus reducing the time and ef-
fort required to produce high-quality annotations
to accompany recordings. As the corpus grows to
include a greater amount of Maltese dialogue data,
we plan to experiment with diarization techniques.
In the meantime, we continue to work towards im-
proving the CER/WER for standard ASR, still a
challenge given the low amount of data available
for Maltese.
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