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Abstract
Although the NLP community has adopted central differential privacy as a go-to framework for privacy-preserving
model training or data sharing, the choice and interpretation of the key parameter, privacy budget ¢ that governs the
strength of privacy protection, remains largely arbitrary. We argue that determining the & value should not be solely in
the hands of researchers or system developers, but must also take into account the actual people who share their
potentially sensitive data. In other words: Would you share your instant messages for € of 10? We address this
research gap by designing, implementing, and conducting a behavioral experiment (311 lay participants) to study the
behavior of people in uncertain decision-making situations with respect to privacy-threatening situations. Framing the
risk perception in terms of two realistic NLP scenarios and using a vignette behavioral study help us determine what ¢
thresholds would lead lay people to be willing to share sensitive textual data — to our knowledge, the first study of its kind.

Keywords: privacy, data sharing
1. Introduction

The utilization of sensitive data in natural language
processing (NLP) systems has become increas-
ingly prevalent in recent years. Differential pri-
vacy is a widely-used method for privacy protection
in training NLP models or publishing data (Ilgam-
berdiev and Habernal, 2022; Igamberdiev et al.,
2024; Senge et al., 2022; Yin and Habernal, 2022;
Hu et al., 2024). However, current research on dif-
ferential privacy in NLP mainly focuses on technical
aspects, neglecting the human perception of the
privacy risks.

The privacy risk of a differentially private algo-
rithm is parametrized by > 0, the privacy budget.
While existing works consider appropriate ¢ values
(Bullek et al., 2017; Xiong et al., 2020; Lee and
Clifton, 2011; Mehner et al., 2021; Cummings et al.,
2021), we still don’t know how lay users perceive
privacy risks and which ¢ values are acceptable in
which situations. In other words, for which £ would
you give us your textual data?

Differential privacy makes no assumptions
whether or not humans perceive the risk of privacy
loss in the same way (Dwork et al., 2006). However,
studies on human risk assessment show that the
perception of risks, especially when conveyed as
probability, is dependent on various aspects and
differs among humans (Slovic and Peters, 2006).
In this paper we thus ask the following research

'Our focus is ‘pure’ differential privacy. We leave ex-
ploring other popular flavors, such as (g, 6)-DP, or Rényi-
DP for future work.

question. What is the optimal value of ¢ that
lay users would accept and thus donate their
sensitive text data?

We systematically investigate this question by
conducting a two-part survey study. First, we mea-
sure participants’ attitudes towards privacy as well
as their web-use skills, as Xiong et al. (2020); Cum-
mings et al. (2021) show that privacy concerns
are an important factor when making decisions
in privacy-threatening situations. Second, we de-
sign, develop, and conduct a behavioral experi-
ment which involves repeated risk assessments
in privacy-threatening situations from our partici-
pants. We frame the risks in two prototypical NLP
scenarios, namely the hypothetical collection of
text medical records and collecting a chat history
of an instant messenger. The primary objective
of collecting data with our survey and the behav-
ioral experiment is to gain insights into our research
question, with the aim of confirming our hypothe-
sis that human decision-making behavior can be
effectively modeled by a logistic function within the
domain under investigation.

2. Related work

The theoretical background on differential privacy
and the measurement of local risks including sev-
eral examples is detailed in Appendix C.

Bullek et al. (2017) conducted a study on how
users understand privacy parameters in random-
ized response. Their findings show that if end-
users understand the privacy preserving data per-
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turbations, they are more likely feel trust and com-
fort when sharing data. However, their study inves-
tigates a local differential privacy technique, not a
global differential privacy environment.

Xiong et al. (2020) examined how informing users
that their information is protected with different dif-
ferential privacy techniques influences their willing-
ness to share low and high sensitive information.
As opposed to Bullek et al. (2017), their study en-
compasses both global and local differential privacy
approaches. However, the study does not address
the determinacy of specific epsilon values in meet-
ing the privacy requirements of participants, nor
does it examine the existence of a threshold for
decision-making.

Lee and Clifton (2011) on the other hand claim
that the parameters of differential privacy have an
intuitive theoretical interpretation, but choosing ap-
propriate values is non-trivial. Based on a series of
theoretical computations they show that ¢ = 0.3829
would be an appropriate value. However, their com-
putation solely relies on the mathematical founda-
tions of differential privacy and its parameters. The
calculations of Lee and Clifton (2011) completely
disregard human perception, the need for privacy,
and the additional factors already mentioned that
influence the decision to share data.

The research of Mehner et al. (2021) is based on
the findings of Lee and Clifton (2011). Mehner et al.
(2021) put the € value as privacy loss parameter of
differential privacy in the center of their work. Given
the lack of understanding of the privacy guarantees
e, they provide more understandable statements
on the privacy loss and introduce the notion of a
global privacy risk, global privacy leak and local
privacy leak as comprehensible measures to com-
municate privacy loss to end users, yet they remain
inconclusive about actual ¢ values.

Cummings et al. (2021) studied differential pri-
vacy from the user’s perspective, focusing on how
users’ privacy expectations relate to differential pri-
vacy as they are likely to encounter it in-the-wild.
While Cummings et al. (2021) supports the signifi-
cance of considering participants’ privacy concerns,
their study primarily concentrates on end-users’
comprehension of differential privacy and does not
address the varying degrees of privacy based on
the ¢ value.

Our paper fills the research gap. As opposed
to Bullek et al. (2017), we conduct research in the
environment of global differential privacy. We in-
corporate the work of Lee and Clifton (2011) which
proposed a purely mathematical way to determine
appropriate epsilon values, but negate human per-
ception, the need for privacy, and the additional
factors, i.e., the privacy concerns. The work of
Mehner et al. (2021), which is based on the work
of Lee and Clifton (2011), provides a worst-case,

but more comprehensible notion to communicate
privacy loss to end-users. We follow their sugges-
tion to conduct a user study using their privacy risk
notion called local privacy leak converted to natural
frequencies. We present these risks in a behav-
ioral experiment that follows an adapted form of the
vignette design used by Cummings et al. (2021),
which enables our participants to relate to the con-
text and the decision they will be making.

3. Methodology
3.1.

Our online study consists of two parts: a survey,
which focuses on measuring privacy attitudes using
the IUIPC and the Web-Use Skill questionnaires
and a behavioral experiment measuring privacy risk
assessment in the form of a vignette design.

We used Prolific as a participant recruitment tool,
combined with SoSci Survey? service which hosted
the developed questionnaire. The behavioral ex-
periment was developed using PsychoPy version
2022.2.3 and hosted on Paviovia (Peirce et al.,
2019). The median completion time was 09m 55s.
At the end of the experiment, participants were au-
tomatically redirected to Prolific, where the platform
asked them if there were any problems and if they
would like to contact the responsible researcher of
the study. If this was not the case, the study was
considered successfully completed and the partici-
pants got £1.50 for their participation. The overall
budget for this study was ~ 800 €.

Study setup

3.2. Participants

The paid service Prolific was used to recruit partici-
pants for the survey and experiment. We applied
the following pre-selection criteria: (a) living in USA,
Canada, UK, Germany, Austria, and Switzerland,
(b) fluency in English, and (c) approval rate of at
least 95% and had to have participated in at least
100 studies on Prolific.

The entire study, comprised of the survey and
our behavioral experiment, was conducted online
using the Prolific participant recruitment service
in November 2022. Prolific provides researchers
with a certain amount of demographic data about
participants. In addition to the data gathered by
the pre-screening algorithms applied, Prolific pro-
vides data on 16 variables per participant, protected
by privacy regulations of Prolific. After removing
several participants due to technical failures, we
ended up with 311 participants whose data is used
for analysis.

Of the 311 participants, 155 identified themselves
as women (49.84%) and 156 as men (50.16%). Par-

2https://www.soscisurvey.de/
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ticipants have a mean age of 42.83 years (median:
41.0 years) with a standard deviation of 14.39 years.
On average, female participants are 41.25 years old
with a standard deviation of 13.07 years whereas
male participants are 44.39 years old with a stan-
dard deviation of 15.46 years. Of the total 311 par-
ticipants, 87.14% resided in the United Kingdom,
4.82% in Germany, 4.5% in Canada, and the remain-
ing 3.54% were distributed among Switzerland, the
United States, and Austria at the time of conducting
the study.

All 311 participants reported fluency in English.
Furthermore, 85.45% reported not currently be-
ing an enrolled student, whereas, the remaining
14.55% of participants reported being enrolled stu-
dents. 44.0% of participants are full-time employ-
ees, whereas 24.8% are not in paid work, 22.8%
work part-time, and the remaining 8.4% are either
unemployed, starting a new job within the next
month, or have selected the “Other” option. 34.41%
of participants reported a high-school degree as
their highest level of education. Whereas 56.59%
hold a university degree and 2.57% reported hold-
ing a PhD or higher value degree. The remaining
6.43% chose either the “Other” or the “Prefer not to
say” option, respectively.

This section shows that the participant sample
offers considerable diversity in terms of the vari-
ables gender, age, employment status and highest
educational degree, which is an advantage in terms
of generalizability of the results. The skewnesses
in country of residence can potentially lead to the
sample bias as the majority of respondents reside
in the United Kingdom. This fact may affect the
generalizability of the results and should be taken
into account when interpreting them.

3.3. Questionnaire

The questionnaire using SoSci Survey represents
the first part of our study. The aim of the survey
was to measure the basic attitude towards privacy
in technical systems. For this purpose, we used
the already created and validated questionnaire on
the construct “Internet Users’ Information Privacy
Concerns (IUIPC)” by Malhotra et al. (2004). We
will use the characteristics of the participants with
respect to this construct as a baseline or poten-
tial scaling factor when comparing data collected
during our behavioral experiment among different
individual participants or groups of participants.

It is straightforward to comprehend that differ-
ent baseline attitudes toward privacy have implica-
tions for the respective risk estimation in privacy-
threatening situations. For instance, if privacy is
assessed as fundamentally not that important (ac-
companied by a low /UIPCscore), this could be
reflected in a more relaxed risk assessment and
vice versa. The question that arises based on this

train of thought is the following: Does personal atti-
tude towards privacy have a significant impact on
risk assessment, so that instead of finding one op-
timal epsilon value, several corresponding values
must be determined for different groups based on
their IUIPCscores?

Another concept to which our questionnaire mea-
sures the respective expressiveness in participants
is the so-called Web-Use Skill, which was devel-
oped by Hargittai and Hsieh (2012). The scope of
this work is on natural language processing sys-
tems. Considering how end/users usually interact
with such systems, it becomes apparent that they
are mainly used via interfaces on the Internet. For
this reason it makes sense to determine the profi-
ciency of the participants with the Internet.

It should be noted that the Web-Use Skill score
is calculated based on the self-assessment of the
participants. However, since the Web-Use Skill
score is only to be used as a basis for dividing the
participants into groups and does not represent
the dependent variable to be investigated, the bias
regarding systematic under- or overestimation of
the skills queried by Web-Use Skill items was not
controlled for as a confounding variable.

4. Behavioral experiment

We aim to complement the existing knowledge on
differential privacy (Dwork et al., 2006; Cummings
et al., 2021; Wood et al., 2018; Xiong et al., 2020;
Bullek et al., 2017) with insights from the research
fields of psychology and cognitive science. Our
experiment is designed to gather initial data on
human behavior in privacy-related risk situations
and provide systematic insights into human risk
perception.

4.1. Scenarios of sensitive text data
sharing

The experiment had two instances of the indepen-
dent variable Scenario. The first scenario (medical)
is adapted from Cummings et al. (2021). This sce-
nario describes a situation in which the participant
is asked by the primary care physician whether their
medical record can be shared with a non-profit orga-
nization to help medical research improve treatment
methods via building automatic NLP systems.

The second scenario (language) is created ac-
cording to a similar template in order to have a
direct relation to NLP. In this scenario, participants
are asked to imagine that a non-profit organization
wants to build an app that will allow anyone in the
world to learn a new language for free, using the
participants’ instant messenger conversations from
the last 30 days.
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The motivation for these scenarios is twofold.
First, they differ in the domain they address. This
work is concerned with participants’ risk perception
and privacy attitudes in the context of NLP. For
this reason, one scenario is located in this specific
domain and the other is not. Second, literature
shows people tend to perceive medical data as
more worthy of protection than their messenger
data (Xiong et al., 2020). The participants were
randomly assigned to one of the two scenarios.
Among the 311 participants, 147 were randomly
assigned to the medical scenario and 164 to the
language scenario. Accordingly, each participant
was exposed to only one scenario.

The vignette-based design was used to elicit re-
spondents intended behavior, as such studies have
been found to well-approximate real-world behavior
(Hainmueller et al., 2015). In both scenarios the
privacy of data would be secured by applying differ-
ential privacy. The fact that the data were protected
by differential privacy was not disclosed to the par-
ticipants in order to avoid bias due to different levels
of knowledge or confusion. For the task, it is only
relevant that the participants understand what data
is involved and the risks regarding re-identification,
which is more generally described as misuse of the
data.

4.2. Experiment design

The behavioral experiment is a yes-no task and
we implemented it as a 2 (Scenario) x 5 (Amount
of Data Subjects) x 9 (e-Value) between-subject
design. This design results in three independent
variables: Scenario, Amount of Data Subjects and
e-Value.

The quantification of risk we used in this study
is rooted in the work of Mehner et al. (2021) and
serves to convert the abstract concept of an ep-
silon value as privacy loss parameter into a human-
comprehensible representation of risk called the lo-
cal privacy leak introduced by Mehner et al. (2021).
This metric is scaled between 0 and 1 and can be
interpreted as probability. Several studies have
shown that it is easier for humans to understand
and assess risks described using natural frequen-
cies (w) instead of plain probabilities (Gigerenzer,
2011; Hoffrage et al., 2002; Mehner et al., 2021).
Assume there is a probability Pr = 0.01 that data
will be misused in any kind of way. Instead of telling
users “There is a 1% chance of data misuse”, one
should re-formulate the risk using the pattern: “In
1 out of 100 cases data misuse can occur”.

The local privacy leak is computed based on
the privacy loss parameter ¢, which represents the
eponymous independent variable e-Value as well
as on number of data subjects n, which depicts
the independent variable Amount of Data Subjects.
Therefore, we systematically changed these inde-

pendent variables in the experiment to examine
their influences on human risk assessment.

It is very important to distinguish between the
independent variable Amount of Data Subjects and
the actual number of participants with respect to
our study. The independent variable Amount of
Data Subjects, also represented by n, describes
the number of distinct data subjects held by the
trusted curator in the imaginary scenario described
to the participants and thus has an impact on the
risk represented by the local privacy leak.

The behavioral experiment consisted of 225 trials
for each participant, with 45 distinct combinations
of the independent variables Amount of Data Sub-
jects and e-Value determining the level of risk for
data misuse for each trial. To obtain meaningful
data for each distinct combination of the two in-
dependent variables, we repeated each of the 45
combinations five times.® To ensure that the results
of the experiment were not influenced by order ef-
fects, we randomized the trials. Each participant
was presented with a series of decision-making sit-
uations on a computer screen and was asked to
indicate their willingness to share personal informa-
tion as described by the given scenario description
by pressing the right or left arrow key on their key-
board. The dependent variables in this study were
the participant’s response and the response time.
The response which was either “Share”, to indi-
cate they accept sharing their data in this trial or
“Don’t share”. The response time was measured in
milliseconds and recorded for each trial.

4.3. Experiment stimuli

In the behavioral experiment, we used a set of stim-
uli to manipulate the independent variables Amount
of Data Subjects and e-Value as these variables
have an impact on the risk of data misuse repre-
sented by the local privacy leak. The given risk is
itself represented by using natural frequencies: “In
1 out of w cases data misuse can occur”, where
the value w is used to manipulate the risk on a trial-
by-trial basis. Overall we had 45 different stimuli
combinations.

Amount of Data Subjects The independent vari-
able Amount of Data Subjects (n) describes the
amount of different data subjects to which the re-
spective scenario (medical or language) is referring
to. They correspond to the size of the dataset held
by the trusted curator who, for instance, wants to
train a privacy-preserving model. We used n €
(1,000; 10k; 100k; 1M; 10M).

3This high number of repetitions is important for pre-
cise response estimates. Such repetitions are typically
conducted in behavioral experiments.

16334



1.0

< o
o ©
L )

<
S
|

Percentage of "Don't Share" responses

<
N

0 2 4 6 8 10
Epsilon Value

Figure 1: Percentage of “Don’t Share” responses
per e-value

Epsilon Value The independent variable e-Value
represents the privacy loss parameter of the con-
cept of differential privacy. While the NLP re-
searchers are interested in accurate results of their
analyses or models and thus prefer higher values
of epsilon, the data subject often cannot assess
the privacy risks of sharing their data. However,
they tend to prefer lower epsilon values. With an
epsilon value of 0.01, the subjects should clearly
predominantly agree to sharing the data. Whereas
an epsilon value of 10 corresponds to a very high
risk of data misuse and it is therefore expected that
the majority of subjects will object to the sharing of
the data. We used ¢ € (0.01; 0.1; 0.5; 1; 2; 3; 4, 5;
10).

5. Results and analysis

5.1.

Figure 1 shows the proportion of “Don’t Share” re-
sponses of all subjects per epsilon value. It is
clear that the number of “Don’t Share” responses
increases as the epsilon value increases. This is
also backed up by the Pearson correlation » = 0.93
which is a statistically significant positive correlation
(p = 0.0003).

Breaking down the results into the two different
scenarios (language and medical) results in Figure
2 which shows that participants who were assigned
to the language-scenario gave a higher proportion
of “Don’t Share” responses, even at lower epsilon
values, compared to the participants in the medical-
scenario. This suggests that, contrary to current
opinion (Xiong et al., 2020), the data from the lan-
guage-scenario is considered more sensitive and
worthy of protection than the data of the medical-
scenario.

Breaking down the results along the n dimension
(the hypothetical size of the resulting data set to be

Descriptive analysis
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Figure 2: Percentage of “Don’t Share” responses
per e-value grouped by scenario
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Figure 3: Percentage of “Don’t Share” responses
per Amount of Data Subjects (n) and e-value

collected by the trusted curator), Figure 3 shows
five lines, one for each level of the independent
variable Amount of Data Subjects (n). The smaller
n, the steeper the curve and thus the number of
“Don’t Share” responses increases.

Figures 4 and 5 break down the two different
scenarios (language and medical). They show that
not only the independent variable Amount of Data
Subjects has an influence on the decision-making
behavior of the participants but the scenario (lan-
guage or medical) also plays an important role.

5.2. Psychometric functions and
e-thresholds

The prior examinations have demonstrated that
there is no straightforward resolution to our re-
search question regarding a general and optimal
epsilon value in relation to individuals’ risk percep-
tion and decision-making behavior. The results
have indicated that both the scenarios (language
and medical) and the independent variable Amount
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Figure 4: Percentage of “Don’t Share” responses
per n and ¢ in the Language-scenario
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Figure 5: Percentage of “Don’t Share” responses
per n and ¢ in the Medical-scenario

of Data Subjects have a significant impact on the
participants’ decision-making behavior.

Rather than determining a single general and
optimal epsilon value, we can now utilize psycho-
metric functions to determine epsilon thresholds
as guidelines, taking into consideration the inde-
pendent variables Scenario and Amount of Data
Subjects. These guidelines may serve as a substi-
tute for the previously sought after single optimal
epsilon value. In this work we use the logistic func-
tion as a psychometric function (Kingdom and Prins,
2016).

Figure 6 shows the percentage of “Don’t Share”
responses for all participants across all conditions
as blue circles. In violet are the original “Share” or
“Don’t Share” responses depicted that we used to
fit the psychometric function. It is common for a
y-value of y = 0.5 to use the corresponding z-value
of the fitted function as a threshold (Kingdom and
Prins, 2016). In 6, the threshold is ¢y = 1.12, which
is represented by the vertical, dashed, red line. This
implies that with an epsilon value of ¢y = 1.12,

the majority of people agree to share data. We
determined the goodness of fit by evaluating the
Root Mean Square Error RMSE = 0.04 and R-
squared 2 = 0.95, which each indicated a very
good fit.

Don't |
Share

0.75

—— All participants

0.5 A gy = 1.12

0.25

Percentage of "Don't Share" responses

Share -

0 2 4 6 8 10 12
Epsilon Values

Figure 6: Psychometric curve over all participants
and conditions
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Figure 7: Psychometric curve over all participants
separated by scenario

Given the observed differences in responses to
the two scenarios, Figure 7 depicts the psycho-
metric curves fitted to the decision-making data of
each scenario. The threshold for the language sce-
nario is at an epsilon value of €glang = 0.17, com-
pared to the threshold for the medical scenario of
€omed = 2-09. This finding reinforces the previous
assumption that the participants in our experiment
consider the data from the language scenario to
be more privacy-sensitive than the data from the
medical scenario.

Key take-aways By distinguishing between the
two independent variables Scenario and Amount
of Data Subjects, it again becomes abundantly evi-
dent that, at least based on our data, there seems
to be no one general and optimal epsilon value. It
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" Egboth  glang Semed

All n values 1.12 0.17 2.09
1,000 0.00 0.00 0.08
10,000 0.31 0.00 0.80
100,000 1.29 0.38 2.18
1,000,000 2.81 1.58 4.02
10,000,000 4.54 3.01 5.93

Table 1: Epsilon threshold results. Zero ¢ values
mean that the majority of participants would not
share data for this particular scenario and n.

is important to consider the type of data and the un-
derlying number of data sets. The key findings and
the respective epsilon thresholds are summarized
in Table 1.

Do JIUIPC and Web-Use Skill scores correspond
to ¢ thresholds? According to Xiong et al. (2020)
personal privacy considerations hold a significant
influence on the decision-making behavior of par-
ticipants in relation to differential privacy. This was
the reason we chose the IUIPC questionnaire de-
veloped by Malhotra et al. (2004) to measure the
privacy concerns of our participants. If the /UIPC
scores are related to the epsilon thresholds, the
IUIPC questionnaire could be used as a predicting
variable.

We fit a psychometric curve for each participant
for each level of n and determined the respective
epsilon threshold. Based on 311 participants times
5 levels of n this resulted in a total of 1, 555 epsilon
thresholds. Thus we had five epsilon thresholds
per participants, one per level of n. We computed
the mean epsilon threshold based on these five
values for each participant. We plotted these mean
threshold values together with the /UIPC scores
of all participants in 8 and with the Web-Use Skill
scores of all participants in 9.

Figure 8 shows Pearson correlation coefficient
of r = —0.16, which is a significant negative lin-
ear relationship with p = 0.006, however the cor-
relation is not very strong. We conclude that the
IUIPCquestionnaire can be used as a means of de-
termining privacy concerns but it is not a robust pre-
dictor of epsilon risks. In contrast, Figure 9 depicts
the epsilon thresholds plotted against the Web-Use
Skill scores of the participants, which shows no sig-
nificant relationship (r = —0.08, p = 0.162). Based
on this, we conclude that Web-Use Skill is indepen-
dent of perception of privacy risks.

5.3. Discussion of a broader impact

Let’s assume we want to collect a dataset of size
10,000 samples originating from 10,000 distinct

IUIPC Scores
>
o

0 2 4 6 8 10 12
Threshold Epsilon Value

Figure 8: e-Thresholds and IUIPC scores of all
participants

5.0 ..:é. ;.‘. ;.. o
L]

4.5

4.0

35

3.0

Web-Use Skill Scores

Threshold Epsilon Value

Figure 9: e-Thresholds and Web-Use Skill scores
of all participants

users. Such a dataset size is rather small for cur-
rent deep-learning standards, however is not unre-
alistic for some specialized domains, say medical
records. We would have to promise the data donors
a system trained with ¢ = 0.31 on average which
would most likely result in a useless system, given
current techniques in model training with differen-
tially privacy stochastic gradient descent (Senge
etal., 2022). Epsilon values in the range of 3.0-6.0
typical to current works would require a dataset
of 10 million examples originating from 10 million
distinct users. We are afraid that collecting such a
dataset for building privacy-preserving systems is
not realistic. Epsilon values over 10 impose such a
privacy risk that nobody would be willing to share
any data.

6. Conclusion

The research question of our study was whether
there is a general and optimal epsilon value related
to human risk assessments in the context of differ-
ential privacy. Through our survey and behavioral
experiment, we found that the epsilon threshold
was ¢y = 1.12 across all conditions. However, fur-
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ther analysis revealed that the epsilon threshold
was considerably impacted by the independent vari-
ables of “Scenario” and “Amount of Data Subjects”.
Based on our findings, we conclude that there is no
general and optimal epsilon value, but rather that
the epsilon threshold is dependent on the specific
combination of the two independent variables.

Limitations

The limitations of our study should be considered
when interpreting the results. Firstly, the sample
size of 311 participants may have limited the abil-
ity to generalize the findings to a larger population.
Second, there might be an inherent bias in the sam-
ple as mainly UK residents ended up in the pool of
participants. Furthermore, for each participant we
have 225 data points, i.e. “Share” or “Don’t Share”
responses. We had 45 distinct stimuli combinations.
Each combination got repeated five times result-
ing in the 225 data points per participant. Both the
number of data points per subject and the repetition
rate of a single stimulus combination are relatively
low. This was a conscious decision on our part,
as the study was conducted online and therefore
costs were incurred accordingly.

Especially in psychophysical experiments for
threshold detection, it is not uncommon to collect
several hundred, if not a thousand, data points
per participant in order to have the corresponding
threshold inferences more robust (Kingdom and
Prins, 2016). In addition we applied a between-
subject design with respect to the independent vari-
able “Scenario”. To be able to compare the results
of the distinct scenarios a within-subject design
might lead to stronger conclusions.

Future work

In future experiments, we would like to address
some simplifications we made in this paper, namely
the actual NLP scenarios. We only described
them very coarsely (e.g., “chat app", or "medical
records”). However, it is worth exploring the se-
tups deeper and find out what exactly in those
documents made people worry about their privacy.
At the same time, the incentives (sharing data for
good) could be made more explicit (e.g., for what
price).
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A. Internet Users’ Information Privacy
Concerns (IUIPC)

The Internet Users’ Information Privacy Concerns
(IUIPC) introduced by Malhotra et al. (2004) refers
to the concerns that individuals have regarding the
collection, storage, use, and sharing of their per-
sonal information online. Some specific examples
of IUIPC include concerns about the sharing of per-
sonal information (individuals may be concerned
about the sharing of their personal information with
third parties without their knowledge or consent), or
concerns about data retention (individuals may be
concerned about how long companies retain their
personal information).
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Malhotra et al. (2004) provide ten-item question-
naire to measure the attitude on privacy of users.
Therefore IUIPC provides a way to understand and
quantify the concerns that individuals have about
their personal information online. Vimalkumar et al.
(2021) refer to the IUIPC construct when exam-
ining how voice-based digital assistants (VBDA)
like Alexa, Siri and Google Assistants evoke seri-
ous privacy concerns regarding the collection, use
and storage of personal data of the consumers.
Their objective was to examine the perception of
the consumers towards the privacy concerns and
in turn its influence on the adoption of VBDA. Rese
et al. (2020) mention the /UIPC questionnaire in the
context of the collection of personal data and the
consideration of privacy concerns when evaluating
chatbots and the acceptance of such chatbots by
end-users

B. Web-Use Skill

Web-use skill (Hargittai and Hsieh, 2012) can be
conceptualized as an individual’s proficiency in uti-
lizing the web for the purpose of information seek-
ing and navigation. It encompasses a combination
of technical and cognitive abilities, including the
ability to effectively use search engines, evaluate
the relevance and credibility of information, and uti-
lize web-based tools and applications. Additionally,
it includes the ability to protect oneself from online
risks such as phishing and malware.

The research of Sindermann et al. (2021) is fo-
cused on the way in which the personal predisposi-
tions are associated with knowledge about how to
protect one’s privacy online and actually protecting
it. They investigated person characteristics under-
lying individual differences in online privacy literacy
and behavior. Sindermann et al. (2021) use the
Web-Use Skill as part in determining the crystal-
lized intelligence, introduced as a psychological
construct by Cattell (1963). Since Web-Use Skill
is an fundamental building block of crystallized in-
telligence according to Sindermann et al. (2021),
which in turn is used when examining online privacy
literacy, it makes sense to add the Web-Use Skill
questionnaire to our study.

C. Theoretical background

This section summarizes the essential concepts
for understanding differential privacy and various
metrics for measuring personal risks, adapted from
existing works.

Differential privacy offers a formal treatment of
protecting privacy of individuals whose data is be-
ing collected and analyzed (Dwork et al., 2006).
The fundamental hyperparameter of differential pri-
vacy is the privacy budget ¢ which is proportional to

the amount of information that an attacker can po-
tentially learn about an individual from the released
model or data. Smaller epsilon provides stronger
privacy, but due to the need of adding more noise,
the resulting analysis (e.g., the trained model) be-
comes poorer in terms of its accuracy. The value
of epsilon is usually chosen based on the desired
level of privacy and the utility of the analysis. Typ-
ical values lay between 0.1 and 10, but it can be
higher or lower depending on the application and
the data (Wood et al., 2018).

The most popular setup for using differential pri-
vacy is the ‘central’ (also ‘global’) differential privacy
which means that data from individuals are held
by a trusted curator who performs a private analy-
sis, such as training a model (Abadi et al., 2016).
Formally, having a random mechanism M, any two
data sets D; and D, that differ in only one indi-
vidual, and for any subset S of possible outputs,
differential privacy bounds the privacy loss by ¢

Pr[M(D,) € S]
il i i

Br[M(Dy) € 5] = P ()
This means that the probability of any output of
the mechanism M on D; is at most ¢° times the
probability of the output of the same mechanism
on Ds.

C.1. Global privacy risk and local privacy

leak

In the context of differential privacy, the global pri-
vacy risk refers to the risk that the data released
or used for analysis reveals information about any
individual in the data set beyond what can be in-
ferred from the population as a whole (Mehner et al.,
2021). Global privacy risk is a measure of the pri-
vacy loss when a data set is released or used for
analysis. It is related to the privacy budget ¢ used
in the definition of differential privacy.

The definition of the global privacy risk as well
as the local privacy leak, provided by Mehner et al.
(2021) is based on the work of Lee and Clifton
(2011), who developed a model that rephrases
epsilon (¢) as a probability of re-identification de-
pending on the number of data subjects in the data
set and the sensitivity. They estimate the success
probability of an adversary guessing the correct
combination of data subjects in a data set based
on the output of a differentially private mechanism.
Further, they assume that the mechanism adds
Laplace noise. Lee and Clifton (2011) define the
privacy risk p, representing the probability of being
identified as present or absent in a data set as data
subject, as
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Here, n represents the number of data subjects,
Af is the sensitivity of the differentially private func-
tion, whereas Av represents the maximum change
one of the data entries could cause on the func-
tion’s result, therefore being the local sensitivity
(Lee and Clifton, 2011).

Running example The following example is
solely intended to simplify the illustration of the
terminology and is taken from the work of Mehner
et al. (2021).

Consider a school survey on drug abuse. To
raise awareness, parents have access to the e-
differentially private results. Statistics such as the
average age or the number of drug-using students
per class can be obtained. Bob’s mother, Eve,
finds out that there is high drug use in her son’s
class. She wants to know who is using drugs. Eve
queries the database for the average age of drug-
addicted students of Bob’s class, which returns an
e-differentially private answer. Let us assume that
the age of the students is between 0 and 25 years
and that each class has at least one student who
is recorded in the database. Hence, the sensitivity
is given by Af = 22=0 — 25 j.e., if Bob is 25 years
old, he would increase or decrease the average
by 25. However, students of the same class are
typically the same age. For example, Eve knows
that there are a total of 21 students (n = 21) in
Bob’s class, aged between 14 and 18. Addition-
ally, with respect to the privacy risk p defined by
Lee and Clifton (2011), we assume that only one
student is not present in the database. Note that
this corresponds to the worst case, since the num-
ber of combinations of possible students present is
reduced to n — 1 = 20. Accordingly, the local sensi-
tivity yields Av = 1814 = 0.2. Finally, assume the
mechanism uses ¢ = In 3. Hence, Eve’s probability
of finding out which of Bob’s classmates use drugs
yields p = 5%.

Global sensitivity ratio Mehner et al. (2021) in-
troduce the parameter r which is defined as the
global ratio of sensitivities:

_A4v
= &7

r 3)

The privacy risk p defined by Lee and Clifton
(2011) therefore depends on the number of sub-
jects n, the ratio of sensitivities » and the privacy
loss parameter . According to Mehner et al. (2021)
the parameters n and are r are often unknown in
advance, which makes it difficult to assess privacy
risks.

To overcome this limitation, Mehner et al. (2021)
propose the definition of the global sensitivity ratio,
which is based on a worst case assumption. Con-
sidering the worst case implies determining global

values for n and r. Remembering that Av is de-
fined the maximum change one of the data entries
could cause on the function’s result, i.e. knowing
that all students in Bob’s class are aged between
14 and 18 as well as knowing the total number of
students is 21, and A f is the sensitivity of the func-
tion, i.e. knowing that all students in our example
are aged between 0 and 25, the worst case would
be that Av = Af, meaning there is Bob, a student
that is actually 25 years old. In this case, the max-
imum change caused by one of the present data
subjects, i.e. a student increasing or decreasing
the average age by 25 years, corresponds to the
sensitivity of the function, which is again based on
the knowledge that all students in our example are
aged between 0 and 25. Looking at the definition of
r, the ratio of sensitivities, the following applies in
the worst case: r = ﬁ—;, with Av = Af, therefore
r =< 1 for all query functions.

Maximum Privacy Risk Applying this to the pri-
vacy risk introduced by Lee and Clifton (2011),
Mehner et al. (2021) introduce the maximum pri-
vacy risk defined as:

1
p= 1+ (n—1)exp(—¢)

(4)

In context of the running example provided by
Mehner et al. (2021), this means that Bob’s age has
the maximum possible impact on the mean, i.e., he
is 25 years old and the database contains only one
person of his class. In this case, Eve would choose
the correct present students and thus finding out
who is using drugs with 13% chance for ¢ = In3
and n = 21*.

Global Number of Data Subjects According to
running example by Mehner et al. (2021) we as-
sume that only one student of Bob’s class is miss-
ing in the database. From this information alone,
Eve can randomly guess which students are in the
database. Mehner et al. (2021) introduce Pguess
being the probability that an adversary can guess
whether a data subject is present or absent in the
data set. Pguess is defined as:

1
Pouess = o (5)

To go further in the direction of general values
for n and r, it makes sense looking at the impact of
the number of data subjects n with respect to the
maximum privacy risk p. Assuming the worst case
of the data set just containing one data subject, i.e.

“The original paper by Mehner et al. (2021) states the
a chance of 11%. However, inserting the values of £ and
n into the function of the maximum privacy risk delivers
a chance of p < 13.04%
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n = 1, the maximum privacy risk is p = 1, inde-
pendent of . This makes sense as an adversary
will always choose the correct combination of data
subjects if there is only one possible combination
to choose from (Mehner et al., 2021). It follows
directly that Pguess = 1 and therefore, ¢ has no in-
fluence in protecting the privacy of the data subject.
Based on this the worst case, in which differential
privacy still has an impact but success probabilities
are maximized for an adversary, is given for n = 2.

Global Privacy Risk Adding this worst case as-
sumption of n = 2 to the definition of the maxi-
mum privacy risk, the definition of the global privacy
risk P is given by Mehner et al. (2021) as follows:

1

P= 1+e* ©)
P is the global upper bound of the maximum
privacy risk p with n = 2 and r» = 1. Furthermore,
Pguess = 3. With increasing ¢, the global privacy
risk rises steadily and approaches 100% without
reaching it as can be seen in XXX provided by
Mehner et al. (2021). Yet, a large ¢ helps Eve to
infer who is using drugs in Bob’s class with higher

probability.

Global & Local Privacy Leak The privacy risk
is an indicator of an adversary’s success probabil-
ity. However, according to Mehner et al. (2021) it
should be considered in the relation to Pguess to
determine the impact of a differentially private out-
come on an adversary’s success probability. That
is, the privacy leak is the increment of the privacy
risk caused by the release of an e-differentially pri-
vate result: Ap =p— Pguess.

Mehner et al. (2021) claim that the privacy leak
is not very intuitive since it is an increment to the
guessing probability. Therefore it is suggested to
consider the privacy leak as a relative increase by
scaling it to a range from 0 to 1. Analogously to the
global privacy risk, the maximum relative increase
is given forn = 2 and r = 1. Based on this, Mehner
et al. (2021) introduce the global privacy leak T" as

AP

r—_ oo
1 — Pguess

(7)

where AP = P — . Simultaneously, Mehner
etal. (2021) introduce the local privacy leak ~ which
is defined analogously with p instead of P:

Ap

_ o 8
1 — Pguess (®)

v
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