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Abstract
Tool learning aims to extend the capabilities of large language models (LLMs) with external tools. A major challenge
in tool learning is how to support a large number of tools, including unseen tools. To address this challenge, previous
studies have proposed retrieving suitable tools for the LLM based on the user query. However, previously proposed
methods do not consider the differences between seen and unseen tools, nor do they take the hierarchy of the
tool library into account, which may lead to suboptimal performance for tool retrieval. Therefore, to address the
aforementioned issues, we propose ToolRerank, an adaptive and hierarchy-aware reranking method for tool retrieval
to further refine the retrieval results. Specifically, our proposed ToolRerank includes Adaptive Truncation, which
truncates the retrieval results related to seen and unseen tools at different positions, and Hierarchy-Aware Reranking,
which makes retrieval results more concentrated for single-tool queries and more diverse for multi-tool queries.
Experimental results show that ToolRerank can improve the quality of the retrieval results, leading to better execution
results generated by the LLM.
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1. Introduction

Recently, large language models (LLMs) have
achieved impressive performance on various
tasks (OpenAI, 2022, 2023). However, LLMs may
still struggle to solve certain types of problems ef-
fectively. For example, LLMs are usually incapable
of answering questions about the latest events with-
out additional assistance (OpenAI, 2022). More-
over, mathematical problems and low-resource lan-
guages can also pose challenges for LLMs (Patel
et al., 2021; Lin et al., 2022). Thus, to extend the
capabilities of the LLMs, various studies have pro-
posed tool learning, which augments LLMs with ex-
ternal tools (Schick et al., 2023; Chen et al., 2023;
Yao et al., 2023).

A vanilla method for tool learning is to provide API
documents in the input context of the LLMs (Shen
et al., 2023; Hsieh et al., 2023). However, the num-
ber of provided documents is limited by the maxi-
mum context length of the LLMs, making it difficult
to use this method when a large number of tools are
available (Qin et al., 2023a). To address this chal-
lenge, one possible solution is to fine-tune the LLMs
to enable them to use tools without provided docu-
ments (Hao et al., 2023). However, this method is
inconvenient for supporting new tools, as the model
needs to be fine-tuned again. In contrast, retrieval-
based methods, which retrieve suitable tools from
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a tool library, can be generalized to unseen tools
without further training (Paranjape et al., 2023; Patil
et al., 2023; Qin et al., 2023b). Thus, we mainly
focus on retrieval-based methods in this work.

Existing retrieval-based methods mainly differ in
the retrievers being used, which can be roughly
categorized into three types: BM25-based, LLM-
based, and dual-encoder-based. However, these
methods still have some limitations. Specifically,
BM25 retrievers rely on literal similarity (Robertson
and Zaragoza, 2009) and thus they usually cannot
capture semantic relations, resulting in an inferior
performance (Qin et al., 2023b). LLM-based re-
trievers use the LLM to assess the suitability of the
tool for the query (Paranjape et al., 2023) and thus
their efficiency is limited by the inference speed
of the LLM. Dual-encoder-based retrievers choose
suitable tools based on the cosine similarity be-
tween the query and documents, which are com-
puted using two independent encoders (Karpukhin
et al., 2020). Although they strike a balance be-
tween effectiveness and efficiency, they lack fine-
grained interaction between the query and the docu-
ments (Humeau et al., 2020) and their performance
is still far from perfect for tool learning (Qin et al.,
2023b). Therefore, how to retrieve tools both effi-
ciently and effectively still remains a challenge.

In the research field of information retrieval,
reranking is a widely used technique to enhance
the retrieval performance, where a more compu-
tationally intensive but effective model is used to
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Figure 1: (a) Recall@5 of the reranked retrieval results for seen and unseen tools with different number of
candidates given to the reranker. The dashed lines represent the retrieval performance without using the
reranker. (b) Example of the hierarchy of the tool library, a single-tool query and a multi-tool query.

refine the retrieval results (Guo et al., 2016; Xiong
et al., 2017; Nogueira and Cho, 2019; Yan et al.,
2019). Typically, we may rerank a fixed number of
candidates using a cross-encoder reranker, allow-
ing for fine-grained interaction between the query
and the document (Nogueira and Cho, 2019). How-
ever, there exist some issues when applying such
method to tool retrieval. On the one hand, as shown
in Figure 1(a), the reranker behaves differently for
seen and unseen tools. Specifically, the reranker
performs better with fewer candidates for seen tools
and with more candidates for unseen tools. This
indicates that a fixed number of candidates may
result in suboptimal performance for tool retrieval.
On the other hand, as shown in Figure 1(b), the tool
library may have a hierarchy where a tool may have
multiple APIs (Qin et al., 2023b). In reality, some
queries should be resolved using different APIs of a
single tool (single-tool queries). In such cases, it is
ideal for the retrieved APIs to belong to a single tool.
Other queries should be resolved using APIs of dif-
ferent tools (multi-tool queries). For these queries,
it is preferable for the retrieved APIs to belong to
diverse tools. Unfortunately, the reranker itself is
unable to take these issues into account, leading
to suboptimal performance for tool retrieval.

Therefore, to address the aformentioned issues,
we propose ToolRerank, an adaptive and hierarchy-
aware reranking method for tool retrieval. Specif-
ically, ToolRerank includes two key components:
Adaptive Truncation and Hierarchy-Aware Rerank-
ing. First, to adapt to the behavior of the reranker,
we propose Adaptive Truncation, which truncates
the results related to seen and unseen tools at dif-
ferent positions. Second, to take advantage of the
hierarchy of the tool library, we propose Hierarchy-
Aware Reranking to further rerank the retrieval re-
sults, making the fine-grained retrieval results more
concentrated for single-tool queries and more di-
verse for multi-tool queries. Experimental results
on the ToolBench (Qin et al., 2023b) dataset show
that ToolRerank can improve the quality of the re-
trieval results, leading to better execution results

generated by the LLM. The code is available at
https://github.com/XiaoMi/ToolRerank.

2. Preliminaries

2.1. Tool Retrieval
Tool retrieval aims to retrieve the most suitable
APIs from a tool library based on a given user
query (Paranjape et al., 2023; Patil et al., 2023;
Qin et al., 2023b). Generally, the tool library may
have a hierarchy where a tool may have multiple
APIs, and the retrieved APIs may belong to one
or more tools. Then, to enable the LLM to call the
APIs, we give the documents of the retrieved APIs
to the LLM as the input context (Qin et al., 2023a).

Formally, we use a retriever to choose k most
suitable APIs C = [c1, . . . , ck] from the tool library
based on the user query q. For each ci in C, we
use tool(ci) to represent the tool which ci belongs
to. Then, we add the document of the retrieved
APIs to the input context, and use the LLM to call
the APIs and generate the execution result:

y = LLM(ps, c1, . . . , ck, q), (1)

where y denotes the output of the LLM,
LLM(·, . . . , ·) denotes the inference function
of the LLM, and ps denotes the system prompt.

2.2. Dual-Encoder Retriever
The dual-encoder retriever (Karpukhin et al., 2020)
encodes user queries and documents into dense
vectors, and retrieves the relevant documents
based on the cosine similarity between the queries
and documents.

Formally, the dual-encoder retriever fdual(·) en-
codes a user query q or a document d into a dense
vector vq or vd:

vq = fdual(q), (2)
vd = fdual(d). (3)

https://github.com/XiaoMi/ToolRerank
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Figure 2: Overview of our proposed ToolRerank. We use Adaptive Truncation (Section 3.2) to truncate
the coarse-grained retrieval results related to seen and unseen tools at different positions. We use
Hierarchy-Aware Reranking (Section 3.3) to further rerank the results to make the fine-grained retrieval
results more concentrated for single-tool queries and more diverse for multi-tool queries. The execution
processes only related to Example 1 or Example 2 are marked in blue and red, respectively.

Then, we calculate the cosine similarity between
vq and vd:

sim(q, d) =
vq · vd

||vq|| × ||vd||
. (4)

Finally, we return the coarse-grained retrieval
results by choosing m different documents with the
highest cosine similarity.

2.3. Cross-Encoder Reranker
The cross-encoder reranker (Nogueira and Cho,
2019) takes the concatenation of the user query
and the document as the input and outputs a rel-
evance score between 0 and 1 which denotes
whether the document is relevant to the query.

Formally, given a user query q and a document
d, the cross-encoder reranker fcross(·, ·) calculates
the relevance score score(q, d):

score(q, d) = fcross(q, d), (5)

Then, we refine the coarse-grained retrieval re-
sults and obtain the fine-grained retrieval results
by choosing k different documents with the highest
relevance scores.

3. Methodology

In this section, we introduce ToolRerank in detail.
First, in Section 3.1, we describe the overall pro-
cedure of ToolRerank. Then, in Section 3.2, we
introduce Adaptive Truncation, which truncates the
retrieval results related to seen and unseen tools

at different positions. Finally, in Section 3.3, we de-
scribe Hierarchy-Aware Reranking, which makes
the retrieval results more concentrated for single-
tool queries and diverse for multi-tool queries.

3.1. Overall Procedure

As illustrated in Figure 2, ToolRerank returns fine-
grained retrieval results with k different APIs based
on the user query. First, we use a dual-encoder
retriever (Karpukhin et al., 2020) to obtain coarse-
grained retrieval results C = [c1, . . . , cm]. Then,
we apply Adaptive Truncation to C to obtain the
truncated results T = [t1, . . . , tl]. Next, we use a
cross-encoder reranker (Nogueira and Cho, 2019)
to rerank T and obtain the reranked results R =
[r1, . . . , rl].

To take the hierarchy of the tool library into ac-
count, we use Hierarchy-Aware Reranking to fur-
ther rerank the retrieval results. To achieve this, we
use a classifier to distinguish the single- and multi-
tool user queries. Then, based on the classification
result, we further rerank R using different rerank-
ing algorithms to obtain the final reranked results
F = [f1, . . . , fl]. Finally, we fetch the top-k results
in F to obtain the fine-grained retrieval results and
give them to the LLM.

3.2. Adaptive Truncation

As demonstrated in Figure 1(a), the number of pro-
vided candidates may affect the performance of the
reranker. Specifically, if the user query is related to
unseen tools, increasing the number of candidates
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Algorithm 1 Hierarchy-Aware Reranking for Single-
Tool Queries
Input: user query q, reranked results R =
[r1, . . . , rl]
Output: final reranked results F = [f1, . . . , fl]

1: X ← {tool(r1)}
2: for i← 2 to l do
3: if score(q, ri) > τs then
4: X ← X ∪ {tool(ri)}
5: F1 ← F2 ← [ ]
6: for i← 1 to l do
7: if tool(ri) ∈ X then
8: F1 ← F1 + [ri]
9: else

10: F2 ← F2 + [ri]

11: F ← F1 + F2

12: return F

improves the retrieval performance. Otherwise, giv-
ing more candidates will decrease the performance.
Thus, to better adapt to both seen and unseen tools,
we propose Adaptive Truncation, which truncates
the retrieval results related to seen and unseen
tools at different positions.

Formally, we set two different thresholds ms and
mu (ms < mu) for truncating the results. Then, for
each API ci in C, if tool(ci) is seen in the training
data, we add ci to T when its position i satisfies
i ≤ ms. Otherwise, we add ci to T when i ≤ mu.

3.3. Hierarchy-Aware Reranking
As shown in Figure 1(b), according to the hierarchy
of the tool library, the user queries can be divided
into two categories: single-tool queries and multi-
tool queries (Qin et al., 2023b). Thus, we propose
Hierarchy-Aware Reranking to address these two
types of queries more effectively. First, to distin-
guish these two types of queries, we introduce a
classifier which is trained on the training data of the
retriever. Then, based on the classification results,
we use different reranking algorithms to further
rerank the retrieval results to make the fine-grained
retrieval results more concentrated for single-tool
queries and diverse for multi-tool queries.

Hierarchy-Aware Reranking for single-tool
queries. For single-tool queries, it is ideal for
the fine-grained results to belong to a single tool.
However, the positive results recognized by the
cross-encoder reranker may belong to multiple
tools, since there exist some functionally similar
tools in the tool library and the reranker may fail
to determine which is the correct tool for resolving
the user query. To strike a balance between these
two considerations, we consider that a tool may be
suitable for resolving the query if it contains at least

Algorithm 2 Hierarchy-Aware Reranking for Multi-
Tool Queries
Input: user query q, reranked results R =
[r1, . . . , rl]
Output: final reranked results F = [f1, . . . , fl]

1: Construct a graph G = (V,E) where V =
{r1, . . . , rl} and E = ∅

2: for i← 1 to l − 1 do
3: for j ← i+ 1 to l do
4: if tool(ri) = tool(rj) or sim(ri, rj) > τm

then
5: Add edge ⟨ri, rj⟩ to E

6: S ← ∅
7: for each connected component G′ in G do
8: Fetch at most n results ri1 , . . . , rin′ with the

best relevance scores score(q, ·) in G′

9: S ← S ∪ {ri1 , . . . , rin′}
10: F1← F2← [ ]
11: for i← 1 to l do
12: if ri ∈ S then
13: F1← F1 + [ri]
14: else
15: F2← F2 + [ri]

16: F ← F1 + F2
17: return F

one API that the reranker confidently predicts as a
positive result.

Formally, as shown in Algorithm 1, we set a
threshold τs and fetch all ri with score(q, ri) > τs. If
such ri does not exist, we fetch r1 instead. Then,
we construct a set of tools X based on all the
fetched ri. Finally, we split R into two lists F1 and
F2 based on whether tool(ri) is in X or not, and
obtain F by concatenating F1 and F2.

We also notice that some of the correct APIs
may be located outside T , especially for unseen
tools (see Section 4.4 for details). Thus, we try to
search potential correct APIs outside T and build an
extended API list F1 for unseen tools. Specifically,
for each unseen tool x ∈ X , we search the entire
tool library for the APIs which satisfy tool(·) = x to
build an extended F1. Subsequently, we use the
cross-encoder reranker to rerank F1 again before
concatenating it with F2.

Hierarchy-Aware Reranking for multi-tool
queries. For multi-tool queries, it is perferable
for the fine-grained results to belong to functionally
different tools. If a query can be resolved using
multiple tools but the tools are functionally similar,
we consider that it may probably be resolved
using a single tool. Thus, we construct a graph to
represent the hierarchical and semantic relations
among the retrieval results and choose diverse
results based on the graph.
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Split # of Queries
Train 169,287
Dev 600

Test

Seen
I1-Inst 100
I2-Inst 100
I3-Inst 100

Unseen
I1-Tool 100
I1-Cat 100
I2-Cat 100

Table 1: Statistics of the datasets used in our exper-
iments. Following Qin et al. (2023b), we split the
test dataset into 6 subsets. “Seen” and “Unseen”
denote that the queries are related to tools seen or
unseen in the training dataset, respectively.

Formally, as shown in Algorithm 2, we construct
a graph G = (V,E) to represent the hierarchical
and semantic relations among the retrieval results,
where V includes all results in R. For each pair
of results ⟨ri, rj⟩, we add an edge between them
if they belong to the same tool or their semantic
similarity sim(ri, rj) is greater than a threshold τm.
Then, we construct a set S which contains diverse
retrieval results. For each connected component G′

in G, we fetch at most n results ri1 , . . . , rin′ (n
′ ≤

n) with the best relevance scores score(q, ·) and
add them to S. Finally, we split R into F1 and F2

based on whether ri is in S or not, and obtain F by
concatenating F1 and F2.

4. Experiments

4.1. Setup
Data preparation. We mainly conduct the experi-
ments on the ToolBench (Qin et al., 2023b) dataset
to validate the effectiveness of our proposed ToolR-
erank. Following Qin et al. (2023b), the test dataset
is split into 6 subsets (I1-Inst, I2-Inst, I3-Inst, I1-Tool,
I1-Cat and I2-Cat), each of which consists of 100
user queries.

To better evaluate the effectiveness of ToolR-
erank for unseen tools, we follow Qin et al. (2023b)
and remove some tools and categories from the
original training data of ToolBench, making the re-
lated APIs for queries in I1-Tool, I1-Cat and I2-Cat
unseen in the training data. Thus, we use unseen
test datasets to represent I1-Tool, I1-Cat and I2-Cat,
and seen test datasets to represent the remaining
three test datasets. Moreover, we also sample a
development set with 600 user queries from the
original training data. The statistics of the datasets
used in our experiments are presented in Table 1.

Baselines. We compare ToolRerank with the fol-
lowing baselines:

Hyperparameter Search Grid
ms 10, 30, 50
mu 10, 30, 50
τs 0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9
τm 0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9
n 2, 3, 4

Table 2: The hyperparameter search grid for Adap-
tive Truncation and Hierarchy-Aware Reranking.
The best found hyperparameters are marked in
bold.

1. BM25 (Robertson and Zaragoza, 2009): The
retrieval results are directly generated using a
BM25 retriever.

2. DPR (Qin et al., 2023b): The retrieval results
are directly generated using a dual-encoder
retriever. This is also the retrieval method pro-
posed in Karpukhin et al. (2020).

3. Rerank-m (Nogueira and Cho, 2019): The top-
m coarse-grained retrieval results are reranked
by a cross-encoder reranker.1 The value of m
is set to {10, 30, 50} in our experiments.

Note that we do not compare our method with
the LLM-based retrievers (Paranjape et al., 2023)
due to the inefficiency of using LLMs to retrieve
suitable APIs from over 16,000 APIs provided in
ToolBench (Qin et al., 2023b).

Implementation details. The retriever, the
reranker and the classifier are initialized with bert-
base-uncased (Devlin et al., 2019). The retriever
and the classifier are directly trained on the training
dataset. For the reranker, we sample positive and
hard negative pairs to construct its training dataset.
Specifically, the positive pairs are obtained from the
golden annotations in the training dataset, while the
hard negative pairs are sampled from the coarse-
grained retrieval results generated by the retriever.

We search the hyperparameters used in Adaptive
Truncation and Hierarchy-Aware Reranking (ms,
mu, τs, τm and n) by grid search on the develop-
ment set. The hyperparameter search grid and the
found best hyperparameters are shown in Table 2.
For the fine-grained retrieval results, we follow Qin
et al. (2023b) and give the top k = 5 results in the
final reranked results F to the LLM.

4.2. Main Results
First, we compare the retrieval performance be-
tween the baselines and our proposed ToolRerank

1This reranker is trained on the sampled positive and
hard negative pairs and is also used in our proposed
ToolRerank.
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Method

Seen Unseen All
I1-Inst I2-Inst I3-Inst Average I1-Tool I1-Cat I2-Cat Average Average
N R N R N R N R N R N R N R N R N R

BM25 45.2 48.2 40.9 44.3 33.6 35.7 39.9 42.7 59.3 63.9 53.6 55.7 33.8 35.5 48.9 51.7 44.4 47.2
DPR 87.5 90.8 81.7 85.4 80.7 82.7 83.3 86.3 74.5 80.5 59.2 64.1 42.4 47.6 58.7 64.0 71.0 75.2
Rerank-10 92.1 94.2 84.2 87.3 84.9 85.1 87.0 88.9 80.3 82.9 69.9 68.7 56.5 57.3 68.9 69.6 78.0 79.2
Rerank-30 89.1 91.7 80.6 81.8 84.2 84.0 84.6 85.8 82.5 85.6 75.6 76.1 61.1 62.4 73.1 74.7 78.8 80.3
Rerank-50 88.4 91.4 79.6 80.2 82.6 81.6 83.5 84.4 80.6 82.6 75.5 77.1 62.5 63.4 72.8 74.4 78.2 79.4
ToolRerank 92.2 95.0 84.4 88.2 85.5 85.6 87.3 89.6 85.3 88.2 79.0 81.6 66.1 66.4 76.8 78.7 82.1 84.2

Table 3: Comparison of the quality of the retrieval results on the six test datasets of the ToolBench dataset.
“N” and “R” denote “NDCG@5” and “Recall@5”, respectively.

Method Pass Rate Win Rate
Oracle 61.0 68.3
BM25 58.8 50.8
DPR 57.2 49.8
Rerank-10 60.2 53.7
Rerank-30 59.8 53.7
Rerank-50 59.8 55.2
ToolRerank 61.5 57.0

Table 4: Effect of reranking on the execution results
generated by the LLM.

on the six test datasets of the ToolBench dataset.
We use NDCG@5 (Järvelin and Kekäläinen, 2002)
and Recall@5 as the evaluation metrics to evaluate
the retrieval performance. As presented in Table 3,
ToolRerank consistently outperforms the baselines
on all six test datasets.

On seen test datasets, the baseline Rerank-10
outperforms DPR, but Rerank-30 and Rerank-50
underperform DPR, which indicates that giving
more candidates to the reranker may have a neg-
ative impact on the retrieval performance. This is
because the majority (91.9%) of the correct APIs in
these datasets appear in the top-10 coarse-grained
results, and thus adding more candidates will inject
more noise into the retrieval results.

On unseen test datasets, giving more candidates
to the reranker improves the retrieval performance.
Specifically, among Rerank-{10, 30, 50}, Rerank-
30 performs best on I1-Tool, and Rerank-50 per-
forms best on I1-Cat and I2-Cat. This is because a
smaller percentage (70.2%) of correct APIs appear
in the top-10 coarse-grained results for unseen test
datasets. Thus, adding more candidates may in-
crease the possibility that the reranker can find the
correct APIs.

With Adaptive Truncation and Hierarchy-Aware
Reranking, our proposed ToolRerank consistently
makes further improvement over the baselines.
Specifically, with Adaptive Truncation, ToolRerank

ms mu Seen Unseen All

ms < mu

10 50 89.6 78.7 84.2
10 30 89.6 77.8 83.7
30 50 87.3 77.5 82.4

ms = mu

10 10 89.6 74.5 82.0
30 30 87.2 76.7 81.9
50 50 85.6 76.3 81.0

ms > mu

50 10 85.7 71.3 78.5
30 10 87.1 72.2 79.7
50 30 85.7 75.4 80.6

Table 5: Effect of Adaptive Truncation on Recall@5.

can choose the number of candidates adaptively
based on whether the query is related to seen or
unseen tools. Generally, when the query is related
to unseen tools, fewer candidates are given to the
reranker. Otherwise, more candidates are given to
the reranker. This leads to decent performance for
both seen and unseen tools. With Hierarchy-Aware
Reranking, ToolRerank can make the retrieval re-
sults more concentrated for single-tool queries and
more diverse for multi-tool queries, which further
improves the retrieval performance. As a result,
ToolRerank outperforms Rerank-{10, 30, 50} by
5.0, 3.9 and 4.8 Recall@5 points on average on all
six test datasets, respectively.

4.3. Effect of Reranking on Execution
Results generated by LLM

In this section, we examine how reranking affects
the execution results generated by the LLM. Follow-
ing Qin et al. (2023b), we adopt the ToolLLaMA-7b2

model as the backbone LLM and generate the exe-
cution results using the DFSDT algorithm. We use
the Pass Rate and the Win Rate metrics (Qin et al.,
2023b) to evaluate the quality of the execution re-
sults generated by the LLM. Specifically, the Pass

2https://huggingface.co/ToolBench/
ToolLLaMA-7b-v1

https://huggingface.co/ToolBench/ToolLLaMA-7b-v1
https://huggingface.co/ToolBench/ToolLLaMA-7b-v1
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Variant
Single-Tool Multi-Tool All

I1-Inst I1-Tool I1-Cat Average I2-Inst I3-Inst I2-Cat Average Average
ToolRerank 95.0 88.2 81.6 88.3 88.2 85.6 66.4 80.1 84.2
ToolReranknone 94.2 87.5 77.8 86.5 86.9 84.8 65.7 79.1 82.8
ToolReranksingle 95.0 89.7 81.9 88.9 85.4 83.9 64.8 78.0 83.5
ToolRerankmulti 93.4 85.6 76.6 85.2 88.2 85.6 66.4 80.1 82.6
ToolRerankoracle 95.0 89.7 81.9 88.9 88.2 85.6 66.4 80.1 84.5

Table 6: Effect of Hierarchy-Aware Reranking on Recall@5.

Extended
I1-Inst I1-Tool I1-Cat Average

Seen Unseen
No Yes 95.0 88.2 81.6 88.3
No No 95.0 86.9 81.1 87.7
Yes Yes 94.5 87.6 80.9 87.7
Yes No 94.5 86.3 80.4 87.1

Table 7: Effect of the extended API list on Recall@5
for single-tool queries.

Rate is the proportion of user queries for which the
LLM can provide a valid solution, and the Win Rate
is the proportion of user queries for which the LLM
can provide a solution better than the baseline so-
lution (which is produced using ChatGPT (OpenAI,
2022) and ReAct (Yao et al., 2023)).

The experimental results are shown in Table 4.
First, we find that using a better retriever does
not necessarily lead to better execution results, as
demonstrated by the inferior performance of DPR
compared with BM25 on both metrics. Second,
Rerank-{10, 30, 50} and ToolRerank outperform
BM25 and DPR on both metrics, suggesting that
reranking improves the quality of the execution re-
sults. Finally, compared with Rerank-{10, 30, 50},
ToolRerank can further improve the quality of the
execution results, thereby highlighting the advan-
tage of ToolRerank for tool retrieval.

However, even with ToolRerank, the Win Rate re-
mains significantly lower than that when the oracle
APIs are provided. This suggests that there is still
room for improvement of the reranking method.

4.4. Ablation Studies
In this section, we conduct further ablation stud-
ies to assess the efficacy of different components
of ToolRerank. For simplicity, we only report Re-
call@5 in this section, as the order of the APIs given
to the LLM does not significantly affect the quality
of the execution results. In fact, we conduct an
additional experiment where the APIs given to the
LLM are randomly shuffled, resulting in a 16.5 point
decrease in NDCG@5, but no significant impact
on Pass Rate and Win Rate.

Effect of Adaptive Truncation. As demonstrated
in Table 5, to investigate the effect of Adaptive Trun-
cation, we conduct further experiments using dif-
ferent truncation strategies. On the one hand, we
find that the performance deteriorates when a fixed
number of candidates are given to the reranker
(ms = mu), showing the effectiveness of Adaptive
Truncation for tool retrieval. On the other hand, if
we set ms > mu for Adaptive Truncation, the per-
formance will become even worse than that when
ms = mu. Therefore, we conclude that Adaptive
Truncation is effective only when ms < mu.

Effect of Hierarchy-Aware Reranking. As
shown in Table 6, to explore the effectivess of
Hierarchy-Aware Reranking, we conduct additional
experiments using different reranking algorithms.

First, the performance on both single- and
multi-tool test datasets decreases if we do not
use Hierarchy-Aware Reranking (ToolReranknone),
highlighting the effectiveness of Hierarchy-Aware
Reranking for tool retrieval.

Second, when applying only one of the rerank-
ing algorithms to all test datasets (ToolReranksingle
and ToolRerankmulti), the performance decreases
when the used algorithm does not match the query
type (single-tool or multi-tool). This suggests that
the Hierarchy-Aware Reranking is effective only
when the used algorithm matches the query type,
highlighting the importance of using a classifier to
distinguish between single- and multi-tool queries.

Finally, to explore the upper bound of ToolR-
erank, we also try to use the oracle classification
result to choose the appropriate reranking algo-
rithm (ToolRerankoracle). The result shows that the
retrieval performance only increases by 0.3 points
on average, which further demonstrates the effec-
tiveness of ToolRerank even when some queries
are misclassified. In fact, the average accuracy of
the classifier used in our experiments is 93.3%.

Effect of the extended API list. As presented in
Table 7, we also conduct experiments to investigate
the effect of the extended API list F1 for single-tool
queries. First, we find that the absence of the ex-
tended F1 decreases the performance on single-
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IMDB_API /get_movies_by_year

IMDB_API /get_movies_by_name

IMDB_API /get_movies_by_director

IMDB_API /get_movies_by_cast_name

IMDB_API /get_movies_by_name

MoviesDatabase /titles/{id}/ratings

List Movies v3 List Movies

IMDB_API /get_movies_by_year

IMDB_API /get_movies_by_director

IMDB_API /get_movies_by_cast_name

IMDB_API /get_movies_by_name

IMDB_API /get_movies_by_year

MoviesDatabase /titles/{id}/ratings

Figure 3: Case study of a single-tool query in I1-
Cat. Correct APIs are highlighted in blue.

tool unseen test datasets (I1-Tool and I1-Cat). This
suggests that we may find potential correct APIs
outside T using the extended F1. Second, the per-
formance on all single-tool test datasets decreases
if we build the extended F1 for seen tools. This
may be because only a small percentage (2.6%)
of the correct APIs of the seen tools appear out-
side T and thus building the extended F1 for seen
tools may inject more noise into the retrieval results.
In contrast, a higher percentage (7.7%) of correct
APIs of the unseen tools appear outside T .

We also find that building the extended F1 for
multi-tool queries harms the retrieval performance,
since we are unable to find any correct API outside
T which belongs to the same tool as any API listed
in F1 for the multi-tool test datasets.

4.5. Case Studies
In this section, we also conduct two case studies to
further show how ToolRerank improves the retrieval
performance.

Figure 3 presents the retrieval results for a single-
tool query in I1-Cat. Rerank-50 ranks the correct
API /get_movies_by_name (which belongs to
IMDB_API) at the 22nd position. However, ToolR-
erank suggests that the correct APIs should belong
to IMDB_API and lists /get_movies_by_name
in F1. Thus, /get_movies_by_name is ranked
at the 4th position, which can be given to the LLM
when k is set to 5.

Figure 4 presents the retrieval results for a multi-
tool query in I2-Cat. Rerank-50 ranks 7 different
APIs related to QR code from the 2nd to the 8th
position. Consequently, the correct API Analyze
V2 (which belongs to SEO Checker) is ranked at
the 9th position. However, since these APIs related
to QR code are functionally similar to each other,
ToolRerank only lists 3 of them in F1. As a result,
Analyze V2 is ranked at the 5th position and can
be given to the LLM.

SEO Checker Analyze

SEO Checker Analyze V2

QR Code API_v33 QR code image

SEO Checker Analyze

QR Code API_v33 QR code image

QR code generator with multiple datatypes getQrcode

QRLink API URL to QR code

QRickit QR Code QReator Generate a QR Code image

QR Code API_v6 QR Code Image Generator

QR Code Generator API_v6 QR Code Image Generator

Variable Size QR Code API QR Code Image

SEO Checker Analyze V2

SEO Checker Analyze

QR Code API_v33 QR code image

QR code generator with multiple datatypes getQrcode

QRLink API URL to QR code

SEO Checker Analyze V2

Figure 4: Case study of a multi-tool query in I2-Cat.
Correct APIs are highlighted in blue.

5. Related Work

This work is highly related to the following two lines
of research: (1) tool learning and (2) reranking for
information retrieval.

5.1. Tool Learning

Tool learning aims to extend the capabilities of large
language models (LLMs) with external tools (Schick
et al., 2023; Chen et al., 2023; Yao et al., 2023).
For example, an LLM augmented with tools may be
able to leverage the latest information (Yang et al.,
2023; Liu et al., 2023), perform complex arithmetic
calculations (Cobbe et al., 2021; Gao et al., 2023a)
or process multi-modal information (Shen et al.,
2023; Lu et al., 2023).

However, it is challenging to support a large num-
ber of tools since we need to provide the API docu-
ments in the input context (Qin et al., 2023a). To
address this challenge, Hao et al. (2023) use the
examples of tool usage to fine-tune the extra token
embeddings which represent the actions of calling
the APIs.

Besides, various studies have proposed using
retrieval-based methods to support a large num-
ber of tools (Paranjape et al., 2023; Patil et al.,
2023; Qin et al., 2023b). Retrieval-based methods
can be combined with advanced fine-tuning meth-
ods to reach even better performance (Gao et al.,
2023b). However, these studies do not incorporate
reranking methods to refine the retrieval results or
consider the unique features of tool retrieval. In con-
trast, we propose a specialized reranking method
for tool retrieval in this work, which handles seen
and unseen tools separately and takes the hierar-
chy of the tool library into account.
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5.2. Reranking for Information Retrieval
In the research field of information retrieval, rerank-
ing aims to refine the coarse-grained retrieval re-
sults to enhance the retrieval performance using
more computationally intensive models (Guo et al.,
2016; Xiong et al., 2017; Nogueira and Cho, 2019;
Yan et al., 2019). A common approach to rerank-
ing is using a cross-encoder reranker to rerank a
fixed number of candidates generated by the re-
triever (Nogueira and Cho, 2019).

Furthermore, previous studies have proposed
more sophisticated reranking methods to further
improve the retrieval performance. For example,
Ren et al. (2021) and Zhang et al. (2022) jointly
train the retriever and the reranker to improve both
models. Zhou et al. (2023) generate more diverse
hard negative pairs and utilize the label noise to
enhance the robustness of the reranker. Wang
et al. (2022) pretrain the model on a large-scale text
pair dataset using a weakly supervised contrastive
learning objective before fine-tuning the model for
reranking.

Inspired by the reranking methods for informa-
tion retrieval, we propose a specialized reranking
method for tool retrieval in this work, which is also
proven effective through experimentation. In the
future, we may benefit from information retrieval
methods to further improve our method.

6. Conclusion

In this work, we propose ToolRerank, an adaptive
and hierarchy-aware reranking method for tool re-
trieval, which handles seen and unseen tools sep-
arately and takes the hierarchy of the tool library
into account. Experimental results show that ToolR-
erank can improve the quality of the retrieval results.
Additionally, the APIs provided by ToolRerank en-
able the LLM to generate better execution results.

7. Ethics Statement

We consider that there may be some potential risk if
our proposed ToolRerank is misused. For example,
if the tool library contains harmful tools, ToolRerank
may make the harmful tools easier to be retrieved
when a harmful user query is given. In this case,
the harmful tools may become easier to be used
by malicious users.
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