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Abstract
In recent years, the fine-tuned generative models have been proven more powerful than the previous tagging-based
or span-based models on named entity recognition (NER) task. It has also been found that the information related to
entities, such as entity types, can prompt a model to achieve NER better. However, it is not easy to determine the
entity types indeed existing in the given sentence in advance, and inputting too many potential entity types would
distract the model inevitably. To exploit entity types’ merit on promoting NER task, in this paper we propose a novel
NER framework, namely ToNER based on a generative model. In ToNER, a type matching model is proposed at first
to identify the entity types most likely to appear in the sentence. Then, we append a multiple binary classification
task to fine-tune the generative model’s encoder, so as to generate the refined representation of the input sentence.
Moreover, we add an auxiliary task for the model to discover the entity types which further fine-tunes the model to
output more accurate results. Our extensive experiments on some NER benchmarks verify the effectiveness of our
proposed strategies in ToNER that are oriented towards entity types’ exploitation.

Keywords: Named Entity Recognition, Natural Language Generation, Information Extraction, Information
Retrieval

1. Introduction

As one representative task of information extraction,
named entity recognition (NER) (Li et al., 2022a)
has been the critical component to achieve plenty of
downstream applications, such as the construction
of knowledge graph (Xu et al., 2017), information
retrieval (Banerjee et al., 2019), question answering
(Mollá et al., 2006), and recommendation (Madani
and Ez-zahout, 2022). The primary objective of
NER is to identify the span(s) of entity mention(s)
within a given input sentence and subsequently
categorize each identified entity.

The previous NER solutions include tagging-
based models (Strubell et al., 2017; Devlin et al.,
2019; Wang et al., 2019; Sharma and Daniel Jr,
2019; Lee et al., 2019) and span-based models
(Yu et al., 2020a; Li et al., 2020, 2022b; Wang et al.,
2022b; Fu et al., 2021; Li et al., 2021). In recent
years, some researchers have employed the gener-
ative pre-trained language models such as T5 (Raf-
fel et al., 2020), BART (Lewis et al., 2020) and GPT-
3 (Brown et al., 2020) to achieve NER, given their
powerful capability of natural language generation.
According to the input requirement of generative
models, the given sentence and the candidate en-
tity types are simultaneously input into the model as
the prompt to trigger the generation of NER results.
As shown in Figure 1, besides the sentence “China
says time right for Taiwan talks.”, the candidate en-

China says time right 
for Taiwan talks.

LOC, ORG, PER, MISC

[(LOC, China), 
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Generative LM
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Figure 1: The standard inputs and outputs for a gen-
erative model to achieve NER. Besides the given
sentence, all candidate entity types regarded as
the schema are also input into the model as the
prompt.

tity type LOC, ORG, PER and MISC regarded as
the schema, are also input into the model as the
prompt. Then, the model would generate the entity
span ‘China’ and ‘Taiwan’ existing in the sentence,
and simultaneously assign the correct type LOC
from the schema for each of them.

It has been found that leveraging the information
of entity types can help the model recognize the
entities in the sentence more accurately (Mo et al.,
2023; Li and Qian, 2023). In general, there are
many entity types in one NER corpus. It inevitably
increases the difficulty of achieving accurate NER
if too many types are input as the model’s prompt.
In addition, it is non-trivial to infer the entity types
that are more likely to appear in the sentence in
advance, and by now there are still no effective
methods of discovering such entity types that can
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be directly applied to generative models.
To address these problems, we propose a novel

NER framework, namely ToNER (Type-oriented
Named Entity Rcogition), which takes a generative
model as the backbone and fully leverages the en-
tity types to achieve enhanced NER. Specifically,
we first introduce a small model to compute the
matching degree between each candidate entity
type and the input sentence, which is used to iden-
tify the types mostly likely to appear in the sentence.
It helps the generative model concentrate on a lim-
ited number of credible types during achieving NER
task. In addition, we add an additional multiple bi-
nary classification task to fine-tune the encoder in
the generative model, so as to obtain optimal sen-
tence representation which is benefit to generate
more accurate NER results. Inspired by (Wang
et al., 2022a; Lu et al., 2022; Wang et al., 2023),
we further propose an auxiliary task for the genera-
tive model to recognize all entity types in the input
sentence, which is different to the primary NER
task but further fine-tunes the model to generate
more accurate NER results.

Our main contributions in this paper are summa-
rized as follows.

1. We propose a novel NER framework ToNER
which successfully combines a generative pre-
trained language model with a relatively small
matching model to achieve more accurate NER.

2. We not only introduce a type matching model
to discover the entity types most likely to appear
in the input sentence, but also propose auxiliary
learning tasks for fine-tuning the generative model,
all of which can help ToNER obtain improved NER
performance.

3. Our extensive experiments demonstrate that
the proposed ToNER almost achieves the state-
of-the-art (SOTA) performance on multiple repre-
sentative NER benchmarks, and the effectiveness
of each component in ToNER we propose is also
justified, including the impact of adding Chain-of-
Thoughta(CoT)-style explanations.

2. Related Work

Named Entity Recognition The task of Named
Entity Recognition (NER) aims to identify spans
expressing entities from text (Tjong Kim Sang and
De Meulder, 2003), including three tasks: flat NER,
nested NER, and discontinuous NER. Nested NER
includes overlapping entities, while entities in dis-
continuous NER may include multiple nonadjacent
spans. Overall, NER models can be divided into
three types: those based on token sequence la-
beling, span classification, and seq2seq genera-
tion. In token-level models (Ratinov and Roth, 2009;
Straková et al., 2019; Dai et al., 2020), each token
is tagged as BIO or BILOU, and decoded using

Conditional Random Fields (CRF) or other meth-
ods. In the category of span-level classification
methods (Wang et al., 2020; Yu et al., 2020b), the
text within the span is considered as a whole and
classified using a classification model to determine
whether it is an entity. Some methods based on
hypergraphs (Lu and Roth, 2015; Wang and Lu,
2018) also fall into this category. In seq2seq gener-
ative models, the extraction target is encoded as a
text sequence. Various methods (Cui et al., 2021;
Yan et al., 2021) have explored different forms of
input text and target coding, which we will introduce
more in the next section.

Generative Methods for NER Benefiting from
the development of generative Pretrained Lan-
guage Models (PLMs), more and more work has
adopted a sequence-to-sequence (seq2seq) ap-
proach to complete NER tasks. (Cui et al., 2021)
models the NER task as a template filling task,
using PLMs to fill in candidate spans and entity cat-
egories in pre-written templates. However, enumer-
ating all possible spans is time-consuming. (Yan
et al., 2021) transforms flat NER, nested NER,
and discontinuous NER into a unified entity span
sequence generation problem, and proposes a
pointer-based framework based on BART to infer
entity boundaries and categories simultaneously.
Building on this, (Chen et al., 2021) introduces
prompt-tuning to the attention mechanism of BART
for low-resource scenarios. (Wang et al., 2022a)
introduces task instructions and answer options
in the input sentence, and directly extracts the re-
quired entity as the target output, by instructing
the tuning of the T5 model. Compared to these
works, our model adopts, and emphasizes, the role
of entity type, and designs targeted auxiliary tasks.

Multi-task Learning in Information Extraction
Many previous works (Wang et al., 2022a, 2023)
have validated that introducing relevant intermedi-
ate tasks or auxiliary tasks in information extraction
tasks can enhance the overall performance of the
model. (Lu et al., 2022) models IE as a unified text-
to-structure task. Besides the main extraction task,
Universal Information Extraction (UIE)(Lu et al.,
2022) also introduces an auxiliary learning task
for the intermediate structured extraction language.
(Wang et al., 2022a), besides the main NER task,
introduces two auxiliary tasks - entity extraction
and entity typing - which respectively enhance the
model’s ability to capture entity boundaries, and un-
derstand entity category information. Through ab-
lation experiments, these two auxiliary tasks have
been found to improve NER performance, espe-
cially in low-resource NER settings. (Wang et al.,
2023) also validates that auxiliary tasks can pro-
vide additional information that complements the
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Figure 2: The pipeline of our proposed ToNER. ToNER achieves the NER task mainly with a generative
model fLM, which focuses more on the entity type LOC filtered out by the matching model fTM. In the
figure, the schema part is represented by green characters, the text to be extracted is represented by blue
characters, and the entity type matching results are represented by red characters.

main task. For Named Entity Recognition, relation-
ship extraction, and event extraction tasks, they
designed span extraction and entity typing tasks,
an entity pair extraction task and a relationship clas-
sification task, and a trigger extraction task and an
argument extraction task, respectively.

3. Methodology

In this section, we first introduce the basic frame-
work of achieving NER with a generative model,
and then present our special designs in our ToNER
to obtain enhanced NER performance.

3.1. Named Entity Recognition with A
Generative Model

Formally, we denote the generative language
model as fLM, the input token sequence as x =
{x1, x2, · · · , xm}, and the input instruction as I. In
addition, the output (generated) token sequence
is denoted as y = fLM(x) = {y1, y2, · · · , yn}. For
the classic auto-regressive generative model, the
sampling probability of the model generating y is
formularized as

P(y|I, x) =
n∏

t=1

P(yt|I, x, y<t). (1)

In our ToNER, we input the following prompt into
the generative model to achieve NER,
List all named entities of type [T]
Text: x

Wherein T is the list of candidate entity types, i.e.,
the input schema.

Using generative models to achieve information
extraction generally requires the model to output
the results according to a given format. In ToNER,
the generative model’s outputs follow the format as
[(type1, entity1), (type2, entity2),
..., (typel, entityl)]
Among them, typei(1 ≤ i ≤ l) is the type assigned
to the extracted (generated) entity span entityi.

According to the generative model’s rule of gener-
ating tokens, the loss of generating y is as follows,

Lg = −
n∑

t=1

logP(yt|I, x, y<t). (2)

3.2. Entity Type Matching Model
As we introduced before, a predefined (candidate)
list of entity types should be input as the schema
into the generative model, to trigger the generation
of NER. With such a prompt, the model needs to
fully understand the semantics of each given entity
type, based on which it then assigns the correct
type for each generated entity span. This proce-
dure implies that, too many candidate entity types
would hinder the model from assigning the correct
types for the entities in the sentence. As a result,
reducing the entity types deserving to be cared
about is the key to enhance the model’s NER per-
formance.

To this end, we introduce an entity type match-
ing model in our ToNER, denoted as fTM, which
computes the semantic similarity, i.e., the matching
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ti Dti

LOC location: Names that are locations.
PER person: Names of people.
ORG organization: Companies, agencies, institutions, etc.
MISC miscellaneous: Names of miscellaneous entities that do not belong to person, organization and location.

Table 1: The descriptions for some representative entity types in CoNLL2003 dataset. These descriptions
provide the matching model with richer semantic information of entity types.

degree between each type and the sentence based
on their semantic representation. Thus, the entity
types most likely to appear in the sentence can be
identified to reduce the number of entity types on
which the model should concentrate.

Formally, suppose the original candidate entity
type list (schema) is T = {t1, t2, · · · , tk}. Given
that information of encoding ti(1 ≤ i ≤ k) is not
sufficient to compute the accurate matching degree
between ti and x, we incorporate an additional
description for ti, of which the token sequence
is denoted as Dti . Obviously, Dti contains more
richer semantic information of ti. Taking the dataset
CoNLL2003 as an example, we list the descrip-
tions for some representative entity types in Table
1, which were provided in the original paper (Tjong
Kim Sang and De Meulder, 2003) .

Specifically, we adopt a BERT-like architecture
for Entity Type Matching Model’s encoder, denoted
as ETM, which converts a piece of input text into
a representation through average pooling the last
hidden state of each token in the text. Given x and
a candidate t, the whole entity type matching model
fTM outputs the semantic similarity between x and
t as

fTM(x, t) =
ETM(x)

⊤ETM(Dt)

∥ETM(x)∥2∥ETM(Dt)∥2
, (3)

where ETM(x) ∈ Rd is x’s semantic representation
generated by the encoder. Thus, the entity types
in T with the semantic similarity score higher than
the threshold δ are retained as the possible types
in the sentence, which constitute a new schema
denoted as T ′.

Next, with T ′ we modify the prompt of the gener-
ative model as follows,
List all named entities of type [T]
Text: x
Entities of type [T ′] may exist in
text.
With such a prompt, the generative model can fo-
cus more on the types in T ′ rather than T , which
reduces the difficulty of achieving NER with the
model. We still list the original schema T in the
prompt to ensure the model does not miss the cor-
rect entity types not in T ′.

The pipeline of incorporating the entity types fil-
tered out based on the matching model into the
generative model is shown in Figure 2.

In order to train fTM, we have collected sufficient
samples from the original NER benchmark. For-
mally, suppose the sets of entity types that are
mentioned and not mentioned in x are denoted as
Px and Nx, respectively, then inspired by SimCSE
(Gao et al., 2021), we propose the following the
loss to train fTM,

Lm = −
∑

t+∈Px

log
efTM(x,t

+)/τ∑
t∈Px

⋃
Nx

efTM(x,t)/τ
, (4)

where τ is a hyperparameter of temperature .

3.3. Fine-tuning Encoder with Type
Classification

For a model with an encoder-decoder architec-
ture, the encoder is its critical component since
the model’s results are generated mainly based on
the representations learned by the encoder. As we
know, the generative pre-trained language models
are pre-trained through the task different to NER,
although they can directly achieve NER task. Thus,
we believe that fine-tuning the encoder in ToNER
with the task more related to NER would help the
encoder generate refined representations in terms
of improved NER. Since we have found that the
entity types existing in the sentence are helpful, we
propose a multiple binary classification task as an
auxiliary learning task of ToNER to train a better
encoder, resulting in more accurate generations of
NER.

Formally, suppose h(x) is x’s representation
which is generated by the encoder through the
average pooling upon the hidden states of all to-
kens in x. Then, we adopt a neural classifier c to
map h(x) to a k-dimensional vector as c

(
h(x)

)
=

[p1, p2, · · · , pk] ∈ Rk, where pi(1 ≤ i ≤ k) is the
logit corresponding to the candidate entity types ti,
indicating whether ti appears in x or not. The loss
of this multiple binary classification is as follows,

Lc = log

(
1 +

k∑
i=1

1 {ti ∈ Px} epi

)
+

log

(
1 +

k∑
i=1

1 {ti ∈ Nx} e−pi

)
,

(5)

where 1{} is indicator function.
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Thus, the overall training loss for ToNER is

L = Lg + λLc, (6)

where λ is the controlling parameter.

3.4. Improving NER by An Auxiliary Task
Many previous works (Wang et al., 2022a; Lu et al.,
2022; Wang et al., 2023) have verified that for infor-
mation extraction tasks, adding relevant intermedi-
ate tasks or auxiliary tasks (such as entity typing,
entity extraction and relation extraction) in the in-
struction fine-tuning stage is beneficial to improve
the model’s performance on the primary extraction
task. Inspired by them, we also add an auxiliary
task in the instruction fine-tuning stage to explicitly
encourage the model recognize the entity types
that may exist in the input sentence.

Similar to the instruction prompt of NER, we con-
struct the following prompt to ask the generative
model to list all entity types in the sentence.
List all entity types in the text
from type [T]
Text: x

To construct this auxiliary task’s training samples,
we randomly select some training samples from
the datasets, each of which only takes the entity
types as its label (model output). Obviously, if the
generative model can accomplish this auxiliary task
well, it can also generate satisfactory NER results
since these two tasks are very correlated.

3.5. Achieving NER with CoT-style
Explanations

Chain-of-Thought (CoT) Prompting (Wei et al.,
2022b) has been widely used to improve the perfor-
mance of large language models (LLMs) on various
NLP tasks. A recent study (Wadhwa et al., 2023)
has found that using CoT-style explanations gener-
ated by LLMs to fine-tune the relatively small gen-
erative models can help improve the small models’
performance on relation extraction. It inspires us to
investigate whether adding CoT-style explanation
besides outputting the standard NER results could
improve our ToNER’s performance.

To this end, for each training sample in the
datasets we used an LLM (such as ChatGPT1

or GPT4 (OpenAI, 2023)) to generate the expla-
nations for its NER result. Next, we used these
augmented samples with CoT-style explanations
to fine-tune the generative model, and thus get a
advanced variant of ToNER, denoted as ToNER-
EXP. In the following experiments, we will compare
the performance of ToNER and ToNER-EXP. We
list two instances of such training samples from
CoNLL2003 dataset as follows.

1https://openai.com/blog/chatgpt/

Input List all named entities of
type [organization, person, miscel-
laneous, location] and give explana-
tions.
Text: – Wellington newsroom 64 4
4734 746
Entities of type [location] may ex-
ist in text.
Output Entity: [(location, Welling-
ton)]
Explanation: ’Wellington’ is la-
beled as ’location’ because it
refers to a specific location,
which is the capital city of New
Zealand.
====================================
Input List all named entities of
type [organization, person, miscel-
laneous, location] and give explana-
tions.
Text: The bank said there were con-
cerns fiscal consolidation would
unduly restrict growth, but evidence
was ambiguous.
Entities of type [] may exist in
text.
Output Entity: []
Explanation: No entity in the text
belongs to any pre-defined entity
type.

4. Experiment

In this section, we evaluate the performance of our
ToNER with some previous NER models on several
NER datasets, and further analyze the experiment
results.

4.1. Datasets
We conducted our experiments on the following five
NER benchmarks.
1. CoNLL2003 (Tjong Kim Sang and De Meul-
der, 2003) is a collection of news wire articles from
the Reuters Corpus, which contains 4 entity types
including LOC, ORG, PER and MISC.
2. OntoNotes 5.0 (Hovy et al., 2006) is a large
corpus comprising various genres of text (news,
conversational telephone speech, weblogs, usenet
newsgroups, broadcast, talk shows). We only con-
sidered its English samples in our experiments.
3. JNLPBA (Collier et al., 2004) is a biomedi-
cal dataset from the GENIA version 3.02, which
contains 5 entity types including DNA, RNA,
cell_type, cell_line and protein. It was
created with a controlled search on MEDLINE.
4. ACE2004 (Alexis et al., 2004) and ACE2005
(Walker et al., 2006) are two nested NER datasets,

https://openai.com/blog/chatgpt/
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Para. Value Comment
batch size 32 or 8 32 for Flan-T5-large and Flan-T5-xl, 8 for Flan-T5-xxl
max length 512 max token length for input and output
lr 3e-5 learning rate for ToNER
λ 0.1 the controlling parameter of Lc in Eq. 6
τ 0.05 temperature coefficient for matching model loss 4
δ 0.8/0.7/0.6 type matching threshold of CoNLL2003/JNLPBA/OntoNotes 5.0, ACE2004, ACE2005

Table 2: Some important hyperparameter settings for ToNER implementation.

Model CoNLL2003 OntoNotes 5.0
P R F1 P R F1

Strubell et al. (2017) - - 90.65 - - 86.84
Devlin et al. (2019) - - 92.80 90.01 88.35 89.16
Yu et al. (2020a) 92.91 92.13 92.52 90.01 89.77 89.89
Li et al. (2020) 92.33 94.61 93.04 92.98 89.95 91.11

Yan et al. (2021) 92.61 93.87 93.24 89.99 90.77 90.38
Li et al. (2022b) 92.71 93.44 93.07 90.03 90.97 90.50

Wang et al. (2023) - - 92.94 - - 90.19
Shen et al. (2023) 92.99 92.56 92.78 90.31 91.02 90.66

ToNERlarge 93.55 94.11 93.83 91.16 91.35 91.25
ToNERxl 93.53 93.65 93.59 91.11 91.50 91.30

Table 3: All models’ NER performance on CoNLL2003 and OntoNotes 5.0. Bold and underline denote
the best and second best scores, respectively.

which contain 7 entity types including PER, ORG,
LOC, GPE, WEA, FAC and VEH, and are generally
used to evaluate the more complicate task of over-
lapped NER. We followed the same setup as the
previous work (Katiyar and Cardie, 2018; Lin et al.,
2019).

4.2. Baselines
We compared our ToNER with the following NER
baselines belonging to different families, including
the tagging-based methods (Strubell et al., 2017;
Devlin et al., 2019; Wang et al., 2019; Sharma and
Daniel Jr, 2019; Lee et al., 2019), the span-based
methods (Yu et al., 2020a; Li et al., 2020, 2022b;
Wang et al., 2022b; Fu et al., 2021; Li et al., 2021),
and the generation-based methods (Yan et al.,
2021; Wang et al., 2023; Shen et al., 2023; Fei
et al., 2021).

4.3. Implementation Details
We report the entity-level micro Precision (P), Re-
call (R) and F1 scores of all compared models in
the following result figures and tables. To construct
ToNER, we selected Flan-T5 (Chung et al., 2022)
as the generative model in our framework. We
used AdamW (Loshchilov and Hutter, 2017) as our
models’ optimizer. We also selected GTE-large (Li
et al., 2023) as the entity type matching model and
fine-tuned it with the AdamW of 1 epoch, where
the learning rate is 8e-6, and the weight decay is

1e-3. The CoT-style explanations were generated
by GPT4. Other important hyperparameters are
listed in Table 2, which were decided based on our
tuning studies. We conducted our experiments on
eight NVIDIA Tesla A100 GPU with 80GB of GPU
memory.

4.4. Overall Performance Comparisons
For the baselines’ NER performance on the differ-
ent datasets, we directly report their results pub-
lished on the previous paper. Thus different base-
lines are reported in the result Table 3 ∼ 5 cor-
responding to different datasets, where the best
scores and the second best scores are bold and
underlined, respectively. Specifically, we compared
our ToNER with Flan-T5-large and Flan-T5-xl with
the baselines, which are denoted as ToNERlarge

and ToNERxl, respectively.
From the tables, we find that on CoNLL2003,

OntoNotes 5.0 and JNLPBA, our ToNERlarge or
ToNERxl achieves the best F1. Since CoNLL2003
and OntoNotes 5.0 are both NER datasets in gen-
eral fields, and JNLPBA is the dataset of the biolog-
ical field, it shows that our ToNER is more effective
than the baselines in both general fields and the
special field. We also compared our framework’s
performance with the baselines on ACE2004 and
ACE2005 for the task of overlapped NER, of which
the results are listed in Table 5. Although the base-
line Shen et al. (2023) achieves the best F1 on this
task, our ToNERxl can also obtain quite competi-
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Model JNLPBA
P R F1

Fu et al. (2021) - - 74.49
Wang et al. (2022b) - - 77.03

Sharma and Daniel Jr (2019) - - 77.03
Lee et al. (2019) 72.68 83.21 77.59

ToNERlarge 77.88 79.55 78.71
ToNERxl 76.31 82.09 79.09

Table 4: Results for JNLPBA. Bold and underline
denote the best and second best scores.

Model ACE2004 ACE2005
P R F1 P R F1

Yu et al. (2020a) 87.30 86.00 86.70 85.20 85.60 85.40
Li et al. (2020) 85.05 86.32 85.98 87.16 86.59 86.88

Yan et al. (2021) 87.27 86.41 86.84 83.16 86.38 84.74
Li et al. (2022b) 87.33 87.71 87.52 85.03 88.62 86.79

Shen et al. (2023) 88.11 88.66 88.39 86.15 87.72 86.93
ToNERlarge 88.39 85.29 86.81 84.74 84.68 84.71
ToNERxl 90.03 86.24 88.09 86.66 86.71 86.68

Table 5: Results for ACE2004 and ACE2005. Bold
and underline denote the best and second best
scores.

tive performance.

4.5. Ablation Study

In order to further justify the effectiveness of each
component we propose in ToNER, we compared
ToNER with its ablated variants. Specifically, the
basic variant only uses the generative model Flan-
T5-large and Flan-T5-xl. Then, we added the type
matching model fTM, the type classification (TC)
task and the auxiliary of type recognition (TR) into
this basic variant in turn. Due to space limitation,
table 6 only lists the performance of ToNERlarge

and ToNERxl along with their corresponding three
ablated variants on CoNLL2003. As well, each vari-
ant’s performance improvement rate relative to the
preceding variant is also listed. This table’s results
obviously show that either fTM, TC or TR can im-
prove ToNER’s performance. The ablation studies
on other datasets also support this conclusion.

4.6. Threshold Selection of Entity Type
Matching

We also investigated the type matching model fTM’s
capability of discriminating between the positive
text-type pairs and the negative text-type pairs,
since it is a key part of ToNER to improve NER
performance. Figure 4 displays the distributions
of all text-type pairs’ similarity score’s in the five
datasets, which were computed by the fine-tuned
fTM according to Eq. 3. The distributions show
that fTM can well discriminate between the positive
pairs and the negative pairs, based on which we
can select the best threshold δ, as shown in the
five sub-figures.

0.70 0.75 0.80 0.85 0.90 0.95
Threshold

92.0

92.5

93.0

93.5

94.0

F1

Figure 3: The performance of ToNERlarge using
different threshold δ on CoNLL2003.

Model F1
Flan-T5-large (Chung et al., 2022) 87.11

Flan-T5-large+fTM 91.18(+4.67%)
Flan-T5-large+fTM+TC 92.23(+1.15%)

Flan-T5-large+fTM+TC+TR (ToNERlarge) 93.83(+1.73%)
Flan-T5-xl (Chung et al., 2022) 89.05

Flan-T5-xl+fTM 91.21(+2.16%)
Flan-T5-xl+fTM+TC 92.13(+0.92%)

Flan-T5-xl+fTM+TC+TR (ToNERxl) 93.59(+1.46%)

Table 6: Ablation study results of ToNERlarge and
ToNERxl on CoNLL2003. fTm means the entity
type matching model in Section 3.2. TC means
the entity type classification for fine-tuning Encoder
in Section 3.3. TR means the auxiliary entity type
recognition task in Section 3.4.

We also tested δ’s impact on ToNER’s perfor-
mance. Figure 3 depicts ToNERlarge’s F1 score on
CoNLL2003 as δ varies from 0.7 to 0.95. It shows
that δ = 0.8 is the best setting for this dataset.

4.7. Impacts of CoT-style Explanations
and Model Size

It has been found that CoT only has a positive effect
on sufficiently large models (typically containing
10B or more parameters) but not on small mod-
els (Wei et al., 2022c), since CoT is an emergent
ability (Wei et al., 2022a). In order to explore the
impact of adding CoT explanations to achieve NER
task, we compared the performance of ToNER and
ToNER-EXP in the large and xl setting, as shown
in Figure 5. For these datasets, the model perfor-
mance improvement of ToNER-EXP is higher than
that of ToNER when the model size changes from
large to xl. This suggests that the model’s ability
to generate CoT-style explanations may gradually
increase as the number of parameters increases.
Increasing model size not only helps direct NER
performance but also improves CoT-style explana-
tion and helps generate NER results indirectly.

In order to further explore the effect of fur-
ther increasing the model size, we selected the
CoNLL2003 dataset for further exploration. Specifi-
cally, besides ToNERlarge and ToNERxl, we further
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Figure 4: Similarity score distributions of all text-type pairs computed by the fine-tuned type matching
model. The red vertical line represents the threshold δ we selected.

large xl
92.00

92.25

92.50

92.75

93.00

93.25

93.50

93.75

94.00

F1

Performance by model size
ToNER
ToNER-EXP

(a) CoNLL2003
large xl

90.0

90.2

90.4

90.6

90.8

91.0

91.2

91.4

F1

Performance by model size
ToNER
ToNER-EXP

(b) OntoNotes 5.0
large xl

75

76

77

78

79

80

F1

Performance by model size
ToNER
ToNER-EXP

(c) JNLPBA

large xl
80

82

84

86

88

90

F1

Performance by model size
ToNER
ToNER-EXP

(d) ACE2004
large xl

80

82

84

86

88

90

F1

Performance by model size
ToNER
ToNER-EXP

(e) ACE2005

Figure 5: The performance of ToNER and ToNER-EXP with different model size on different datasets.

Model CoNLL2003
P R F1

ToNERlarge 93.55 94.11 93.83
ToNERlarge-EXP 93.18 (-0.40%) 92.77 (-1.42%) 92.97 (-0.92%)

ToNERxl 93.53 93.65 93.59
ToNERxl-EXP 93.10 (-0.46%) 93.13 (-0.56%) 93.11 (-0.51%)

ToNERxxl 92.74 92.28 92.52
ToNERxxl-EXP 93.93 (+1.28%) 93.47 (+1.29%) 93.70 (+1.28%)

Table 7: ToNER and ToNER-EXP’s performance
on CoNLL2003. Bold and underline denote the
best and second best scores.

considered ToNERxxl, which use the Flan-T5 ver-
sions of 780M, 3B, 11B parameters, respectively.
Table 7 lists their performance on CoNLL2003, in-
cluding the relative performance improvement rate
of each version’s ToNER-EXP to its corresponding
ToNER. From the table we find that, only for the
xxl version, ToNER-EXP can improve NER perfor-
mance, verifying the previous finding that CoT’s
effectiveness on large models rather than small
models. When the generative model’s scale is large
enough, the CoT-style explanations can fine-tune
the model to better utilize its rich knowledge to un-
derstand the input texts correctly, thus improving

NER performance further.
Another interesting observation is that,

ToNERlarge has the best R score and F1
score although it only has the fewest parameters.
Instead, further increasing the parameters of the
generative model degrades the performance. This
could be attributed to that, fine-tuning a large
model for optimal performance necessitates a
broader and larger dataset. The available dataset
can not meet this requirement. Our experiments
on other datasets have the similar results.

5. Conclusion

In this paper, we propose a novel NER framework
ToNER based on a generative language model. In
ToNER we further employ an entity type match-
ing model to discover the entity types mostly likely
to appear in the sentence, which are input into
the generative model for more concentrations. Ad-
ditional classification learning objectives are also
designed to fine-tune the generative model, to im-
prove ToNER’s performance further. At the same
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time, we also explored the impact of generating
CoT-style explanations for model outputs. Our ex-
periments on five NER datasets illustrate the ad-
vantages of ToNER over the previous models.

Limitations

We only explore the feasibility of the Encoder-
Decoder architecture model as a base model for
ToNER. For generative language models, more ex-
isting options are based on Decoder-only. This
limitation highlights the potential for future work to
explore different model architectures to understand
named entity recognition.
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