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Abstract

The absence of explicitly tailored, accessible annotated datasets for educational purposes presents a notable obsta-
cle for NLP tasks in languages with limited resources. This study initially explores the feasibility of using machine
translation (MT) to convert an existing dataset into a Tigrinya dataset in SQUAD format. As a result, we present
TicQA, an expert-annotated dataset containing 2,685 question-answer pairs covering 122 diverse topics such as
climate, water, and traffic. These pairs are from 537 context paragraphs in publicly accessible Tigrinya and Biology
books. Through comprehensive analyses, we demonstrate that the TIGQA dataset requires skills beyond simple
word matching, requiring both single-sentence and multiple-sentence inference abilities. We conduct experiments
using state-of-the-art MRC methods, marking the first exploration of such models on TicQA. Additionally, we esti-
mate human performance on the dataset and juxtapose it with the results obtained from pre-trained models. The
notable disparities between human performance and the best model performance underscore the potential for fu-
ture enhancements to TIGQA through continued research. Our dataset is freely accessible via the provided link to

encourage the research community to address the challenges in the Tigrinya MRC.
Keywords: Tigrinya QA dataset, Low resource QA dataset, domain specific QA

1. Introduction

The vast majority of human knowledge is docu-
mented through written text. Achieving a level
of machine reading comprehension that closely
resembles human understanding would open up
a wide array of artificial intelligence applications.
Like assessing human students’ reading compre-
hension through questions based on text pas-
sages, machine reading comprehension (MRC) in-
volves evaluating machines’ understanding of writ-
ten language by posing questions. These tests of-
fer objective grading and can gauge various abili-
ties, ranging from fundamental comprehension to
causal reasoning and inference. The research
community has adopted a methodology similar to
machine reading comprehension (MRC) to teach
machine literacy(Trischler et al., 2016a).

This task has become popular with the emer-
gence of a large-scale and high-quality QA
dataset namly SQuAD (Rajpurkar et al., 2016)lead-
ing to the release of other datasets such as
SQuAD-es v1.1(Carrino et al., 2020)and German-
QuAD(Mdller et al., 2021a).

While MRC datasets exist for a variety of lan-
guages, a majority of these systems can only pro-
cess popular languages such as English. Sev-
eral MRC datasets also exist in other low-resource
languages, such as Vietnamese ((Nguyen et al.,
2020)) and Japanese ((So et al., 2022)), with many
relying on Wikipedia articles.

Our focus here is on Tigrinya, a Ge’ez Script lan-

guage with more than 10 million native speakers
in Tigray, Ethiopia, and Eritrea (Abdelkadir et al.,
2023). Tigrinya differs significantly from English re-
garding linguistic properties, including syntax, mor-
phology, and typology (Gaim et al., 2023). While
domain-specific labelled datasets are essential for
evaluating a system’s reading comprehension ca-
pacity, minimal effort has been put into creating an-
notated datasets in languages like Tigrinya leading
to limited research on the same. Moreover, since
Tigrinya is not the only language that suffers in
MRC due to the scarcity of annotated datasets, we
first investigate the state of MRC research in other
such low-resource languages and discuss the ma-
jor insights next.

Many existing low-resource language MRC
datasets like UIT-VIQUAD (Vietnamese, Nguyen
et al. (2020)), JaQuAD (Japanese, So et al.
(2022)), and AmQA (Amharic, Abedissa et al.
(2023)) rely on Wikipedia. On the other hand,
some MRC datasets use Machine Translation and
cross-lingual transfer techniques on existing En-
glish data for example the Persian ParSQuUAD
dataset (Abadani et al.,, 2021), and the Czech
dataset (Mackova, 2022). We argue that sourcing
data from Wikipedia or translating from existing En-
glish data (especially in the case of low-resource
languages) affects the dataset quality due to the
following: (i) Wikipedia open source contributors in
low-resource languages like Tigrinya are few, and
their linguistic knowledge, relevance and authen-
ticity can be easily questioned; (i) Machine trans-
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direct is taken to guench thirst , while the indirect is taken into the body with food and other beverages. This
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It also transports moisture produced by various methods within the body and excretes it through_sweat urine.)
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and eliminate moisture that is generated by various processes?
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Q7970 FOULY NART a1l =1+ G (121 HAvk: T9L NATE AT 2042 (How do we express the intake of water along with
food and drinks into the
APNTHPPS
Q"8 1707 19077 Lk 702 (what are the benefits of water ?)
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Figure 1: Sample of an educational paragraph
(context) from the TIGQA dataset with 5 sample
questions and labeled response spans.

lations from English to low-resource languages
like Tigrinya have quality issues. Thus, further ef-
forts are needed to create MRC datasets in low-
resource languages like Tigrinya.

Recently, complementary to our work, Gaim
et al. (2023) proposed an MRC dataset and mod-
els for the Tigrinya language, a much-needed
effort.  However, they are yet to make their
dataset publicly available. While they have fo-
cused on news article comprehension in Tigrinya,
our work focuses on Tigrinya educational content
comprehension and QA. To our knowledge, there
are no previous works in domain-specific expert-
annotated datasets in Tigrinya. Our domain-
specific dataset can be a foundational building
block for educational QA systems in Tigrinya, and
also a valuable resource for MRC research in other
low-resource languages. Figure 1 illustrates an ex-
ample of our TIGQA dataset.

Contributions. We make the following major
contributions:

(1) We provide a detailed empirical evaluation
of machine translation (MT) models for transla-
tion, primarily when used for dataset creation. It
underscores the necessity for more research into
Tigrinya NLP and tailored QA systems for low-
resource languages.

(2) We present TIGQA, an expert-annotated QA
dataset in Tigrinya. To our knowledge, no other
educational QA dataset exists in Tigrinya.

(3) We utilize TicQA to evaluate human perfor-
mance and analyze question and answer types
with detailed language-related characteristics.

(4) Finally, our experiments with state-of-the-art
multilingual pre-trained MRC models on TicQA
and comparison of their performance with human
performance reveals various insights into span-
based prediction in Tigrinya MRC.

TicQA can be a good starting point for Tigrinya
NLP models and can complement Al-based initia-
tives in the educational sector. The data is publicly
available'.

'https://github.com/hailaykidu/TigQA-Datasets

2. Related work

Numerous large annotated MRC datasets
have been introduced to foster progress in
question-answering and reading comprehension
tasks. Most notably is SQUAD (Rajpurkar et al.,
2016), which comprises 100K QA pairs that use
Wikipedia articles as source contexts for crowd-
sourced question generation and answer selec-
tion. Other datasets include Narrative QA (Kocisky
et al., 2018), consisting of 4K QA pairs derived
from 1572 stories gathered from books and movie
scripts, MS-MARCO QA (Nguyen et al., 2016)
providing around one million pairs of question-
answers, and WikiQA (Yang et al., 2015), which
offers 43k question-answer pairs. RACE (Lai et al.,
2017) offers an educational domain QA dataset
consists 100K items gathered from English exams,
with four items per question. With human and
Al contributions, TriviaQA (Joshi et al., 2017)
presents 650K question-answer evidence triples
gathered from Wikipedia, news websites, and
articles. Despite the richness of these datasets,
they primarily contain English text, mainly sourced
from Wikipedia and other websites.

There are also multilingual (non-Tigrinya) QA
datasets such as MLQA dataset (Lewis et al.,
2020), which is a multi-way aligned extractive QA
evaluation benchmark containing QA instances
from over 12K question and answer samples
in English and 5000 samples in six other lan-
guages such as Arabic, German, Spanish, Hindi,
Vietnamese, and simplified Chinese while also
encompassing various domains and languages.
However, because of the generalization ability
of multilingual and monolingual models, cross-
lingual benchmarks like the Cross-lingual Ques-
tion Dataset (XQuAD) (Artetxe et al., 2020), which
comprises 240 paragraphs and 1190 question-
answer pairs from SQUAD v1.1 translated into ten
languages by professional translators, gains more
attraction.

Monolingual MRC datasets beyond the English
language are relatively rare. Albeit, some datasets
designed to cover different aspects of QA are
now available for various languages (Rogers et al.,
2023), such as German (Méoller et al., 2021a),
Spanish (Carrino et al., 2019), Italian (Croce et al.,
2018a), French (d’Hoffschmidt et al., 2020), Ko-
rean (Seungyoung et al., 2019), and Russian (Efi-
mov et al., 2020). These datasets build upon
the SQUAD blueprint with the most of them utiliz-
ing machine translation systems to translate from
SQuAD to their target languages.

Furthermore, we investigate similar work in
Tigriyna and the closely related Amharic language
by Gaim et al. (2023) and Abedissa et al. (2023)
respectively. The two languages share a similar
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alphabet based on the ancient Ge’ez script that
dates back thousands of years and is considered
part of the Semitic body of languages, including
Arabic and Hebrew. However, they have distinct
characteristics and are not interchangeable (Kaye,
2007). Note that Tigrinya has adopted many words
from English (e.g., hotel, internet, or motor). It also
borrowed some Italian words and shares many
words with Amharic and Arabic (Tadross and Taxlu,
2017). Like other languages, Tigrinya varies in
vocabulary and pronunciation by region. In the
southern part of Tigray, the language does have in-
terchangeable words between the two and differs
somewhat from that found in Eritrea or northern
parts of Tigray. To communicate effectively within
this region, knowledge of Amharic is also help-
ful, which one can use all over Ethiopia (Tadross
and Taxlu, 2017; Sahle, 1998). When it comes to
reading and writing the language, the spelling of
words tends to be more loosely defined than in En-
glish, partly due to regional differences in pronun-
ciation. Also, some words and phrases vary be-
tween Tigray and Eritrea and even within the same
region. This is similar to how Americans, English,
and New Zealanders have a slightly different lexi-
con (Tadross and Taxlu, 2017).

While still relatively unexplored, there has been
increasing research and interest directed towards
Tigrinya in recent years. For instance, Yohannes
and Amagasa (2022) developed a method of rec-
ognizing named entities for Tigrinya, while Tela
et al. (2020) constructed a sentiment analysis
dataset for Tigrinya language. Similar to our work,
Gaim et al. (2023) proposed an MRC dataset and
models for the Tigrinya language. However, the
mentioned model and datasets are not yet acces-
sible to the broader public, and the data source em-
ployed for this research is from news articles that
are unsuitable for the educational domain. The
same holds for Abedissa et al. (2023), who primar-
ily relied on Wikipedia as a source for their Amharic
QA dataset.

Although Wikipedia serves as an open-source
knowledge repository for many languages and
communities (Dzendzik et al., 2021), there is a dis-
parity in the quality and quantity of content based
on the languages. For example, Tigrinya suffers
from poor quality as well as a small number of ar-
ticles. Additionally, the content available in these
languages is sometimes not contextually relevant
and does not perfectly suit educational domain
needs. Our proposed expert-annotated Tigrinya
Question Answering dataset TIGQA is, therefore,
a good starting point for different natural language
tasks requiring question-answer sets. It can be
used to train conversational Al systems (Zaib et al.,
2022) tailored explicitly for the education sector to
provide relevant and informative answers, thus im-

proving the learning experience for students while
also serving as a valuable resource for training ma-
chine learning models (Croce et al., 2018b). Such
QA systems can also facilitate more efficient an-
swer searching for students, allowing them to ask
questions in their native Tigrinya language and re-
ceive accurate and targeted information. By con-
densing the content and presenting the most rel-
evant information, students can quickly grasp the
main points and comprehensively understand the
topics covered in the TIGQA dataset.

3. TicQA Dataset Collection

Even though multilingual data collections, such
as Wikipedia, do exist for many languages (Yu
et al.,, 2022), finding reliable data in Wikipedia
for Tigrinya remains a significant problem due to
the lack of trustworthy open-source contributors in
Tigrinya. Additionally, the content in a language
like Tigrinya is sometimes not contextually rele-
vant and does not perfectly suit educational do-
main needs. Moreover, as discussed in Section
1, our analyses of machine translation for creat-
ing SQuUAD-like datasets in Tigrinya indicate the
quality of translation is an issue, especially when
the target language is a low-resourced language
like Tigrinya. Therefore, we focus on creating qual-
ity QA datasets annotated by experts and continu-
ously evaluate them in the developmental process
to enhance model performance. Unfortunately, un-
like other languages, the Tigrinya language has no
publicly available standardized annotated corpora
akin to Treebank-3 (Marcus et al., 1999) or Prop-
Bank (Kingsbury and Palmer, 2002).

The collection of TIGQA was inspired by insights
from existing datasets and our subject experts
from the educational domains.

3.1.

To obtain high-quality and standardized data, we
selected Tigrinya and Biology books from the
Ethiopian Ministry of Education® used in elemen-
tary school (grades four and five) and high school
(grades ten and eleven) to ensure both educational
relevance and authenticity.

Initially, we collected ten books from all grades.
Then, we selected five books based on their di-
verse reading topics. Four books are used for
"Tigrinya,” and one is for biology subject courses.
These books vary in the number of pages and
topics covered. We then divided them into two
modules, represented by TIGQA-E and TicQA-
H. TicQA-E consists of material for grades four
and five, while TicQA-H consists of books for
grades ten and eleven (see Table 1). We only

Creating Pages

2https://ethiopialearning.com/content/library
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had scanned pages of the chosen books at our
disposal, which are not machine-readable. These
books included various elements, such as pictures,
tables, and images. To convert the scanned books
into editable, searchable digital text, we utilized an
optical character recognition algorithm specifically
usable for extracting Ge’ez Script (Tigrinya) texts
called Tesseract® — an open-source OCR engine
developed at HP between 1984 and 1994 (Smith,
2007).

The scanned copy consisted of 800 draft pages
before processing. However, we carefully cleaned
the data to get well-structured paragraphs by re-
moving unnecessary page numbers, figures, and
tables. In addition, we discarded pages that con-
tained duplicate sections. Finally, we extracted
455 pages and 537 paragraphs from 122 diverse
topics, including climate, social sciences, culture,
history, health, and business, which professional
experts carefully predesigned. Furthermore, we
created elementary school and high school mod-
ules based on the grade level of the book (see Ta-
ble 1).

3.2. Selection of Annotators

The selection of the annotators was a meticulous
process, including interviews to assess their exper-
tise and teaching experiences. Four expert anno-
tators were carefully selected based on their deep
knowledge of the relevant subject matter for our re-
search, ensuring they fully understood the content
and vocabulary usage. In our interview, we inves-
tigate how experts recognize the usage of the ex-
ceptional character in Tigrinya. For example, there
are characters we can write differently, but their
reading is the same, for instance, # and & (both
read as "Tse”).

Additionally, annotators were required to reside
in Ethiopia, where our research is focused, and
should currently be teaching courses that fit the
local curriculum and educational context. We be-
lieve that localized expertise is valuable for cre-
ating accurate annotations that are culturally and
contextually relevant and suit the academic do-
main, making our annotation process creative and
our data collection method reasonable and rigor-
ous compared to datasets based on Wikipedia or
news articles (Gaim et al., 2023; Rajpurkar et al.,
2016; So et al., 2022; Nguyen et al., 2020). Fur-
thermore, we sought individuals with extensive
teaching experience in the respective subjects, en-
abling them to provide valuable insights into the
nuances of the content.

Inclusivity was another critical consideration in
our annotator selection process. We considered
Tigrinya’s linguistic diversity and prioritized choos-

Shttps://github.com/tesseract-ocr/tesseract

ing annotators representing different dialects and
language variations within the country. This ap-
proach helps us capture a more comprehensive
and inclusive perspective in our annotations, ac-
knowledging the rich tapestry of languages and
cultures that exist within Ethiopia.

Although we had to rely on recommendations to
find fitting annotators, our rigorous selection pro-
cess ensured high-quality annotations.

3.3. Question Answer Annotation

Experts were required to create questions and an-
swers by reading TiIGQA paragraphs. They were
given the two modularized grade levels, elemen-
tary and high school, according to the students
reasoning difficulty level and were encouraged to
phrase questions in their own words. We pro-
vide the experts with detailed annotation instruc-
tions (see Appendix A), including a sample para-
graph, examples of practical and impractical ques-
tions, and answers based on that paragraph for
their reference. Moreover, we continuously moni-
tored the annotations and gave feedback wherever
necessary. Furthermore, we provided technical
support in weekly meetings to support their tasks.
Based on this,they created self-sufficient question-
answer pairs that did not require additional infor-
mation to answer.

For this task, the experts were instructed to cre-
ate relevant annotations of 10-12 pages per hour.
Each page can have 2-3 paragraphs. In terms
of compensation, they were paid 5€ per hour for
the time required to complete the assigned para-
graphs. We did not enclose any wage benchmark
since we could not find relevant work to estimate
the time needed. We consider electric power and
internet interruption situations so they can work
on the task at their own flexible time. Therefore,
the time that passed for some annotators may be
longer due to occasional power outages or any
other reason in their home country. However, we
approximated that the annotator should finish at
least ten pages to be paid and agreed to pay 5€
per hour.

Experts should draw upon their extensive knowl-
edge of the subject to formulate five self-sufficient
questions and corresponding answer spans by
reading the paragraph. The experts had to create
questions by reformulating text sections indepen-
dently instead of building on word-for-word copy-
ing from the paragraph. We continuously moni-
tored the annotation process through weekly dis-
cussions. Finally, our annotators created a total of
2685 question-answer pairs.

We randomly split the annotated data into train-
ing, development and test sets of 407, 65, and
65 paragraphs, respectively. The corresponding
training, development and test sets of TIGQA-E
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and TicQA-H contain 283, 40, and 40 resp. 254,
25, and 25 paragraphs.

3.4. Additional Answer Collection

To further ensure the quality of TIGQA, we as-
signed a secondary answer formulation task to all
expert annotators to obtain two additional answers
from the development and test set questions in
TiIcQA-E and TicQA-H modules. To accomplish
this, we provided experts with the question and the
corresponding paragraphs from the page without
any pre-existing answers. The experts carefully
analyzed the paragraphs and selected the short-
est span that directly addressed the question. If a
question could not be answered within any range
in the paragraph, the experts were instructed to in-
dicate it as such without providing a specific an-
swer. This approach aimed to avoid overlapping
answers and evaluate the dataset’s quality based
on the percentage of correctly answered ques-
tions.

Expert annotators were advised to maintain a
speed of 5 questions (equivalent to one paragraph)
in 3 minutes for this task. They were compensated
at a rate of 5 euros per hour for the total hours re-
quired to complete the entire set of questions for
quality assessment.

Throughout the annotation process, we col-
lected 2685 unique questions, and then 3315 an-
swers, i.e., development and test set questions
had at least three ground truth answers. From
these answers, we found 37(<2%) entries of ques-
tions submitted without a specific span due to er-
rors, incomplete, unanswerable by the context, or
having a wrong question. Seventeen were cor-
rected by changing the questions and modifying
the paragraph. Twenty were question formulations
that were not relevant to the given context.

Examples: (Context) 7a hl 6k NH&h+ ové-
SASFF maGot NPPUHMNEP ANl E& N&A Hovy
ANl Aak9® YN 1:000: Z:000 HNOMA d6< VN
£rc h9® Wi L% : [Some excavations indi-
cate that 10,000 to 20,000 people lived in Aksum
in the 5th century.] (Question) A1 Aha9° NN-t-
MeE 0ot W72 921t 0% Let 1LMN9°: [What
minerals have been discovered in the excavations
in Aksum?]. This is an irrelevant question in the
given paragraph.

Moreover, questions in Tigrinya can be made
by starting with interrogative pronouns (Tadross
and Taxlu, 2017). TicQA dataset consists of many
types of questions(see Figure 2). We automati-
cally associated each question with the primary
question type to which it belonged. We first an-
alyzed each question in TIGQA and discussed it
with Tigrinya linguistic experts to perform this anal-
ysis. However, in Tigrinya, question words vary a

lot, so our experts manually annotate the type care-
fully. The analyses and discussions allow us to
accurately categorize each question into the most
relevant types. We provide examples of the ques-
tions with each categorical question type in Fig-
ure 2. Note that the expected answer types are
beyond proper noun entities.

English |Tigriyna Proportion

AN AL NN, HE-EC HDT NON, AOC ATF2 AR:
[what do we c llrhlnglrngweth of a particular area ?]
2 F9UCE NECO LARH [Why did Tesfay

want to quit school?]

(What K12 128.2%

Why 19 IFLI NATIFL 16.4%

:1-9“9“ %0 W AN SN AN TP EMAAATE [How

How hae thiee 14.6% is tuberculosis transmitted from person to person?]

2 QAT RAGPTH FFE AL +M\.m-E[Wher-¢ was the

Where  |wne ¥nezhne 11.9% 2020 World Olympics held?]
APTE AV AR Tt TCHh &AL £9R¢T HUN:(
Which  |APSL InPTE4 10.1% Which animal gives the park a special brightness]
T2+ F9PUCE NT CAN RPUC ™75 £NYA iWho
Who @y 9.4% is the principal of the school ?]
When MOHIMAH 6.7% Ak &S %0 KR HEFPC:[ When does the test start?]
@yht ANH AT h HINCT h9oTT
H+@NF ©PNE [Name some of the agreements the
other meh 12.7% government made this week?]

Figure 2: Question type distribution in TiIcQA
dataset: grouped by interrogative words. The
highlighted color implies the interrogative words in
Tigrinya.

3.5. Addressing Bias

While it is challenging to guarantee the complete
elimination of bias in dataset creation, acknowledg-
ing potential issues allows us to make efforts to
mitigate some of them. Our dataset is inherently
education domain-specific and is derived from stu-
dent books. Despite our efforts to choose para-
graphs that cover a diverse range of topics, we
select annotators based on their expertise in the
subject matter, linguistic skills, and teaching expe-
rience. We prioritize selecting annotators who can
represent various dialects and language variations
of Tigrinya. The annotators’ team comprises both
two men and two women. Then, during the evalu-
ation, we add two men and two women.

4. Dataset Analyses

TiIcQA was built by having subject experts write
questions for a given paragraph sourced from a
student book and extract a specific answer from
the paragraph. We classify our questions based
on the difficulty level in two modules, which are
Elementary School (TicQA-E)and High School
(TcQA-H).

4.1. Question Types and Answer

As we mentioned in section 3, the TiIcQA dataset
was sourced from public student books intended
for two distinct age groups in Ethiopia: Elementary
School students (9-13 years old) and High School
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TicQA-E TicQA-H TiIcQA
Train | Dev | Test | Train | Dev | Test | Train | Dev | Test
No. Pages 200 15 15 204 25 25 404 40 40
No. Paragraphs | 203 40 40 204 25 25 407 65 65
No. Topics 49 10 10 31 11 11 80 21 21
No. Questions 1215 | 100 | 100 | 1070 | 100 | 100 | 2285 | 200 | 200

Table 1: TiIcQA dataset statistics

students (15-18 years old). To account for the sig-
nificant difficulty gap and reasoning level require-
ment between these two subgroups, TIGQA-E cor-
responds to the elementary school books, while
TicQA-H represents the high school books.
Experts fully manually prepare TicQA, even
though it is a costly and time-consuming task
to prepare it, it brings more accuracy and in-
tegrity to the annotation. As shown in Table2,
from the two modules, the number of paragraphs
and topics is higher in TIcQA-E than in TIcQA-
H. Moreover, we classify the questions into eight
question-type groups as you can see from Figure-
2, From these, the dominant question types in
the dataset are inquiries starting with what (a73-2)
and why (79°738: 0a9°73e), collectively com-
prising 59.2%. Subsequently, question types such
as where (A0g), which (A25¢ : A1), and who
(a»7) constitute 31.4%. In contrast, question types
like when (%1 k1) and other (<) contribute
a smaller proportion of 9.4%. Answering the pre-
dominant questions what and why requires a pro-
found comprehension of the rhetorical structure
and nuanced descriptions. Responses to such
questions typically involve entire clauses, often in-
dependent sentences, rather than mere phrases
embedded within a context closely aligned with the

query.

Moreover, as we discussed in Section 3.2, we
utilize local experts for annotations from individ-
uals with linguistic expertise and subject teach-
ers, which makes our dataset accurate, culturally,
and contextually relevant for the educational do-
main; this helps to solve resource problems for
low-resource languages of MRC/QA model train-
ing and machine translations in low resource lan-
guages. Our experts should aspire to formulate
questioning using their language, avoiding direct
word-for-word copying from the paragraph the an-
notator must draft on paper; they write it on the
computer to prevent any mistakes. Finally, we
provided technical support for using our annota-
tion tool from Haystack #, and following the pro-
vided support, the expert annotated the question
and answer in the tool. This signifies that our
dataset is exceptional and represents the first in-
stance of subject matter experts’ annotation in the
low-resource language Tigrinya.

As shown in Listing 1, generated questions and
their associated answer(s) are stored in the JSON
format similar approach to (Rajpurkar et al., 2016)

Listing 1: Sample Generated Question and
Answer from TicQA dataset
{

"question":" AN $4&C W1FTF RPC HAP APGL
¢ AEC A% ?2\n",

Our dataset properly suits educational domains "id": 1157395,
since we prepared it from public textbooks carefully "answers": [
designed for educational purposes. During the cre- {
ation process, we continuously validate each of "answer_id": 1051685,
our corpus characteristics, such as context, ques- "document_id": 1715181,
tions, answer length, and size of vocabulary; as "question_id": 1157395,
shown in Table 2, the paragraph, answer, question text™: "&19
length, and vocabulary size are a higher portion in ‘answer_start®: 1409,
TiIGQA-H than TiQA-E this indicates the TiIGQA-H sanswer_end": 1412, \
. . : answer category": "SHORT
require more reasoning-type questions based on } -
difficulty at each grade level. 1,
"is_impossible": false
| Dataset | TIGQA-E | TiIcQA-H | TIcQA| }
#Paragraph 234 346 334
;gsjestion Cen 700 144 126 4.2. Reasoning Types of the Questions
#Answer Len | 3.1 5.3 3.0 The different levels of reasoning necessary to ad-
# Vocab Size | 14600 17601 32,201 dress TiGQA significantly impact the skills that

Table 2: Statistics of TIGQA where Len denotes
length and Vocab denotes Vocabulary TIGQA

models can acquire from the dataset. We strati-

“https://docs.haystack.deepset.ai/
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fied reasoning types using a variation on the tax-
onomy presented by (Trischler et al., 2016a; Lai
et al., 2017; Mou et al., 2021).

Word matching: The question corresponds
precisely to a section in the paragraph, which
makes the answer obvious.

Paraphrasing:The question is implied or
rephrased by a single sentence in the paragraph,
and the answer can be extracted.

Single-sentence reasoning: The answer
could be deduced from a single sentence in the
paragraph, either by recognizing incomplete infor-
mation or through conceptual overlap.

Multi-sentence reasoning: The answer neces-
sitates inference by combining information scat-
tered across multiple sentences.

For reasoning-type questions in TiIGQA, one
hundred question examples (drawn randomly from
the respective development sets) were listed ac-
cording to these types, and the results are com-
piled in Figure 3. For each, we show an exam-
ple question with context that contains the answer
span. Phrases relevant to the reasoning type are
in bolded and colored. Some examples fall into
more than one category, in which case, we de-
faulted to the more challenging type. As shown
in Figure 3, word matching is the most acces-
sible type and is the most significant subset of
our datasets (27.2%). Paraphrasing constitutes
(26.6%), and single-sentence and multi-sentence
reasoning comprise 24.3% and 21.9%, respec-
tively.

Paraphrasing | Examples Freq.

chase the mouse?]
C: Ad- aw vk ATPP 096 Ak ECAT At [The cat
chased the mouse across the garden.]

Matching

Paraphrasing
water boil at?]

C: 792 & 100 412 3k0es Sddchs [Water boils at 100
degrees Celsius.]

Word Q: A &av ANE AF 2k ATPP 74552 [Where did the cat 2% |

QI98 Al T°33-2 o F AR Hé.Achi [What temperature does | 26.6% |

Q4770 328 ATA +4%#2 Ahei [How many apples does John | 24.3%
have left?]

C: ¢ AooTis ATA AAP = 26 hat £ua= [John has five
apples. He gives two to Sarah.]

Single-
Sentence
Reasoning

Multi-Sentence | Q.#7% A%42 IL5F N7CH AR HNHITFC: ANGH AR HATaw 25 21.9%
Reasoning [What sport does Tommy enjoy, and where does he practice
it?]

C: #+9% heon A4 £4-F AR AN ONZ°CHE halk 20951 A
AF°F°LT AAR F233NFND Pha&: [What sport does Tommy
enjoy, and where does he practice it?]

Figure 3: In 100 randomly chosen samples from
the TicQAdataset development set, examples of
questions alongside contexts containing the an-
swer span relationships. Words pertinent to the
reasoning and the selected answer type are high-
lighted. "Q” denotes the question, while "C” signi-
fies the context.

5. Empirical Evaluation

5.1. Human Performance

We engaged four new experts to answer questions
to measure human performance in development
and test sets in TIGQA. As discussed in Section
3.4, each question in the development and test
sets has at least three answers; while (Rajpurkar
et al., 2016) adopts the second answer as the pre-
diction, (Gaim et al., 2023) employs the third an-
swer as a prediction. Moreover, (d’Hoffschmidt
et al., 2020) and (Nguyen et al., 2020) compute
the average by considering each of the answers
as a prediction. We specify the first answer to
each question as the human prediction while re-
taining the remaining answers as ground truth an-
notations. We used two evaluation metrics, exact
match (EM) and F1-score, to evaluate the perfor-
mances of MRC models on our dataset. We found
that human performance scores on the develop-
ment and test sets are 87.6 % EM and 92.4% F1
in TIcQA. Notably, disparities primarily arise from
spare tokens in the answer spans rather than sub-
stantial discrepancies regarding the answers.

5.2. MT Error analyses

Although the translation of the existing English
dataset can advance artificial intelligence (Al)
capabilities for underrepresented languages like
Tigrignya, it is crucial to realize the challenges with
this task. We found three publicly available MT sys-
tems from English to Tigrigna and vice versa.

We first examine the feasibility of using machine
translation (MT) to create a Tigrinya dataset sim-
ilar to SQUAD. Therefore, we investigated differ-
ent approaches by translating a line and a com-
prehension in both directions and then compar-
ing auto and manual translations. Finally, we cat-
egorize the errors. Various translation methods
are used to compare the quality of translations
with human translations. For this task we used a
sample of 150 triplets extracted from SQuUAD (Ra-
jpurkar et al., 2016) and an additional 50 Tigrinya
triplets manually created following the SQUAD (Ra-
jpurkar et al., 2016) format from the student text-
book. The aim was to translate these pairs using
three publicly available MT systems®:¢:7. We found
that public Google Translate had fewer errors than
the two then as shown in (Appendix Tables 4
and 5) for sample translation of auto and man-
ual, we carefully analyzed by language experts,
and auto-translation(MT) faces difficulties trans-
lating proper nouns, vocabulary, syntax, errors

Shttps://lesan.ai/
Shttps://translate.google.com/
"https://www.tigrinyatranslate.com/main/
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of Omission, and untranslated words or phrases,
which leads to a loss of context and meaning of
the paragraph, which is difficult for the reader to
understand. We categorize the error types into
three main classes (Untranslated, Omission, and
Mistranslation) based on the MQM-DQF typology,
assigning specific terminology to each error type.
We refer readers (Lommel, 2018) and (Abdelkadir
et al., 2023) for a detailed explanation of the error
types.

Mistranslation: This is the most common trans-
lation issue in current systems. These are com-
monly terminologies that could be technical, e.g.,
oxide. We observed many such errors in which a
system translates a given terminology by taking a
part of the source token. Another common type of
mistranslation is words having different meanings
depending on context (Appendix Tables 4 and 5 for
detailed examples). Finally, we observed many oc-
currences of words translated with their antonyms
(kick-off to start is translated as to finish).

Omission: The second most prevalent type of
error is Omission. The primary kind of Omission is
cases where current systems leave out an expres-
sion at the start, middle, or end of a sentence. Usu-
ally, in distribution by domain, the systems trans-
late the main idea of a sentence and leave out sup-
portive clauses. We observed in some systems,
complete sentences are omitted from a snippet.

Untranslated: The other common type of error
is untranslated tokens. These are usually abbre-
viations that refer to measurements (GWH) and
named entities, e.g., political party names, cur-
rency, etc.

Finally, we evaluated the pre-trained model fol-
lowed by (Devlin et al., 2019), a state-of-the-art
QA system, using auto-translated and manually
translated questions and paragraphs as input. The
results revealed variations in the model’s predic-
tions for both inputs. These variations underscore
the influence of translation quality on the model’s
performance in question-answering tasks. Trans-
lation accuracy directly affects the model’s ability
to predict correct answers (see Appendix table 7).
This motivates us to prepare an expert-annotated
benchmark dataset.

5.3. Baseline Models

AfriBERTag,se: proposed by(Ogueji et al., 2021a)
is a pre-trained multilingual language model with
around 111 million parameters. The model has
been shown to obtain competitive downstream per-
formances on text classification and Named Entity
Recognition in several African languages, includ-
ing Tigrinya. We evaluate the model as a base for
the first baseline.

DrQA: Chen et al. (2017) developed a simple
but effective neural network-based model for the

MRC task. The DrQA Reader achieved good per-
formance on multiple MRC datasets (Rajpurkar
et al.,, 2016; Reddy et al.,, 2019). Thus, we re-
implement this method into our dataset.

XLM-R: which was proposed by (Conneau et al.,
2020) a strong methodology pretraining multilin-
gual language models at scale leads to signifi-
cant performance gains for a wide range of cross-
lingual transfer tasks. The model outperforms mul-
tilingual BERT (mBERT) on various cross-lingual
benchmarks, including XNLI, MLQA, and NER. In
this paper, we evaluate XLM-RBase and XLM-
RLarge on our dataset.

6. Experimental Analysis

Our experiment specifically utilized the DrQA and
AfriBERTagase models, renowned for their effec-
tiveness in natural language processing tasks.
DrQA is established for Question answering, while
AfriBERTag,s, is tailored to address linguistic nu-
ances in African languages like Tigrinya. Both
models were finetuned using the HuggingFace
transformers library® and the NVIDIA T4 GPU on
Google Collaboratory. Following (Nguyen et al.,
2020) method, we integrated various pre-trained
word embeddings, including Word2vec, fastText,
ELMO, and BERTBase. We use AdamW opti-
mizer with default settings, a learning rate 3e-5,
and a batch size of 16 were employed. Training
extended over eight epochs, with a maximum se-
quence length of 334 tokens. While questions re-
mained unaltered during preprocessing (maxing at
128 tokens), contexts can truncated to meet the
model’s sequence length requirements. This com-
prehensive setup facilitated a detailed evaluation
of DrQA and AfriBERTag,se models’ performance
in Tigrinya question-answering tasks.

Listing 2: Prediction Sample

prediction = pipe.run(
query = "Ag$" NWHLtN FTE 90007
°0he 7 TN PO NHSAD ACoHT
TIUCT W13 L AR
params = {
"Retriever": {"top_k": 5},
"Reader": {"top_k": 5}
}
)

6.1.

Improvement in low-resource languages has been
made by introducing MRC/QA datasets. As part
of our evaluation shown in Appendix Table 6, our
dataset is unique due to its expert annotations,

Evaluation results

8https:/huggingface.co/
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EM F1

Model Dev Test Dev Test
DrQA + BERT 46.71 | 52.10 56.08 | 60.03
DrQA+ ELMO 34.52 | 38.45 36.06 | 40.01
DrQA+ fasrText 37.73 | 42.38 51.03 | 58.08
DrQA + Word2vec | 25.71 | 30.82 || 48.00 | 52.08
AfriBERTagase 36.04 | 47.43 52.08 | 60.02
XLM-Riarge 59.04 | 66.56 70.2 84.34
XLM-Rgage 46.26 | 46.28 56.81 | 68.12
Human 87.16 | 92.24 || 86.2 | 94.43
Performance

Table 3: Human and model performances on the
Dev and Test sets of TIGQA

making it particularly suitable for educational con-
texts and culturally relevant to local use cases. In
contrast, other datasets rely on sources such as
Wikipedia and news articles, utilizing crowd work-
ers instead.

As shown in Table 3, the comparative perfor-
mance of our models is compared against human
performance in both our dataset’s development
and test sets. Regarding Exact Match (EM) and
F1-core scores, XLM-R| 4. demonstrates signifi-
cantly superior performance to the other models.
Despite this, it needs to catch up to human per-
formance levels. Specifically, the model achieves
an F1 score of 84.34% on the test set. However,
its Exact Match accuracy is 66.56%, considerably
lower than its F1 score. This suggests that while
the model identifies relevant answers, it struggles
to precisely match human responses, indicating
room for improvement in aligning its outputs more
closely with human performance benchmarks.

6.2. Effect of Coverage Analyse

During our evaluation of MRC model on our
dataset, we observed performance discrepancies
linked to the length and input type. Specifically, we
scrutinized the impact of question length, answer
length, passage length, Question type, answer
type, and reasoning type on performance. For in-
stance, we noticed a decline in performance as
answer length increased excessively. Conversely,
the model demonstrated satisfactory performance
when dealing with straightforward entity-type an-
swers. However, there were discernible fluctua-
tions in performance, particularly with higher-level
reasoning-type questions. For instance, questions
involving "why” faced particular difficulty. In sum-
mary, our analysis revealed that the MRC model’s
performance is affected by questions, answers,
passage lengths, and the types of questions, an-
swers, and reasoning involved. These findings
emphasize the importance of considering various
aspects of input data when assessing and enhanc-
ing the performance of MRC models on Tigrinya

datasets.

7. Conclusion and Further Work

This paper introduced a new expert-annotated
dataset (TiIcQA) tailored for reading comprehen-
sion and question-answer tasks in the Tigrinya lan-
guage within the educational domain. The dataset
was curated by extracting Ge’ez Script (Tigrinya)
documents from scanned student textbooks using
the Tezeract OCR engine. Our work not only ad-
vances the imperative task of resource creation
for low-resource African languages like Tigrinya
but also forges a path toward innovative educa-
tional applications and a plethora of research av-
enues. The dataset’s quality and thematic breadth
position it as a valuable asset, both for advanc-
ing the field of natural language processing in
low-resource language contexts and fostering en-
hanced educational interactions between students
and their mentors. In our upcoming research, we
plan to expand the dataset’s size and conduct ad-
ditional experiments by fine-tuning various mod-
els on the different tasks provided in the dataset.
Moreover, the dataset can be used for any NLP
model pieces of training since experts carefully
prepare it, but we also observed that preprocess-
ing for Tigrinya, like tokenization, affects model
performances. By making TIGQA publicly avail-
able, we not only provide a new benchmark for
reading comprehension tasks but also support the
reuse and further expansions of our dataset.
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Appendix A. Annotation Guidelines
and Data Overviews

Annotation Guidelines

Description of the document: Before you do any-
thing, Read the structure and meaning of the docu-
ment as the firstinstruction. The corpus is Tigriyna.
Data was collected from March to June 2023: The
meaning of the columns below.

Id: is the assigned identifier to each row in-
stance
Category: This is the category of the context with
which topic the context belongs
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Sample Q1: The sample corrects and incorrects
questions from the context.

Sample A1: Correct and inaccurate sample of
answer to the question.

Source: The Source of the document

Question Answering (QA) is vital in education,
representing the primary interaction between in-
structors and students. This paper introduces the
first taxonomy and annotated educational corpus
of questions to help analyze student responses.
The dataset can be in approaches that classify
questions based on the expected answer types or
can also extractive answers from the documents
retrieved based on the query. This dataset can
used to train other NLP monolingual and multilin-
gual models.

Guidelines for creating QA: These are for
research purposes. Follow the given template and
guidelines; please ask me for clarification if you
have any questions or concerns.

1. Read and understand the given context: Be-
fore creating question and answer pairs, carefully
read and understand the context or passage pro-
vided. Take note of critical concepts, ideas, and
details.

2. Identify important information: try to identify the
most critical information in the context to create the
question answer in your own words.

3. Use clear language: Write questions and an-
swers using clear and concise language that is
easy to understand. Avoid using overly technical
or complex language that may be difficult for read-
ers to understand.

4. Be specific: Write questions focused on a par-
ticular aspect of the context. Each answer should
be a clear span of text from the given context that
directly answers the question.

5. Use extractive question types: Use questions
that can be answered as text spans from the con-
text. This can help to evaluate the reader’s under-
standing of the context quickly.

6. Ensure accuracy: Ensure each question and
answer span is accurate and factually correct. Ver-
ify the accuracy of the information in the context
before creating questions and answers.

7. Ensure relevance: Ensure each question and
answer pair is relevant to the context. Avoid includ-
ing questions and answers irrelevant to the context
or too narrow in scope.

8. Consider the intended audience: Consider the
intended audience(grade-level students) when cre-
ating questions and answers. Write questions and
answers that are appropriate for the reader’s level
of knowledge and understanding.

9. Review and revise: Review and revise ques-
tions and answers for accuracy, clarity, and rele-

vance. Make necessary changes to ensure the
questions and answers meet the standards ac-
cording to the existing curriculum.

10. ensure that the question and answer pairs
in the dataset accurately and effectively test the
reader’s understanding of the context, using span-
based question types to evaluate their knowledge
and reading comprehension.
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Original Reference
Paragraph (SQuUAD)

Beyonc Giselle Knowles-Carter (/ bee-YON-say) (born September 4,
1981) is an American singer, songwriter, record producer and actress.
Born and raised in Houston, Texas, she performed in various singing
and dancing competitions as a child and rose to fame in the late 1990s
as lead singer of R&B girl-group Destiny’s Child. Managed by her father,
Mathew Knowles, the group became one of the world’s best-selling girl
groups of all time. Their hiatus saw the release of Beyonc'’s debut album,
Dangerously in Love (2003), which established her as a solo artist world-
wide, earned five Grammy Awards and featured the Billboard Hot 100
number-one singles "Crazy in Love” and "Baby Boy”

Autotranslation to Tigrinya

We7n FHA Ta-an-hct+c (bee-YON-say) (4 eenhig® 1981 +@A8) Aavé-
NRT Lldt: LENF LC&: AREEA NINT +PARAT KPR Le0+7
+nan FoAS NGN0T T TANTS Al HHEANP @& L&t LCFT A0N%TT
TPAA: Al P@O8KI 1990 T £ h9° avim Le4T T2 R&B AA-18A
Lhtzh FeaL bes 5N NG Le0+: ANANA “Mo SO-AN ATavhLC Ni-
W&t 18N ATE OET A0 DA O WHPN TEAST APAL G0 DRTE
OLFFI° L1 §8 (.87h §8 avPancF KAN9® Dangerously in Love (2003)
NFNUCIH hA: Al aPAR GA9° h9° 0de ACEDT aohed: ha Tt TATE
7. L0 A LANCE vt 100 %6 AL 12 LCF3T "Crazy in Love”
7 "7 HCA®T= VA7 ©4."

Human Translation from
Autotranslated Tigrinya to English

Beyonk Jizel nowles Karter (bee-YON-say) born September 4, 1981) is
an American singer, song author, record manufacturer and actress. In
Hiyusten texas born and grow up she, her childhood participated in the
different computation of song and dancing, in the late 1990s as a leader
English songs of R&B girl group Destiny’s child climbed to fame. the
group administered by her father Mathew Knowles, became one of the
sold group girls in the world. their vacation also of biyonk first aloum
Dangerously in Love (2003), while establishing, in the whole world as a
solo artist. She earned five Grammy Awards, in billboard hot 100 number
one single sings "Crazy in Love” and for which showed. Baby boy”

Error Analysis

When comparing the outputs of auto-translated and manually translated
text, several challenges become evident. Proper nouns, such as names
or specific terms, pose difficulties for the MT. It struggles with translat-
ing them accurately, resulting in errors or omissions. Additionally, vo-
cabulary and syntax may not be rendered correctly, leading to a loss of
context and meaning in the paragraph. Untranslated words or phrases
further contribute to the reader’s difficulty in understanding the text. In
some cases, the MT fails to separate or indicate specific details like the
year count, such as distinguishing 1981 G.c” from the Ethiopian calen-
dar. Furthermore, there can be instances of misinterpretation and the
unnecessary addition of punctuation, further hindering comprehension.

Table 4: Example of Paragraph-wide Translation Errors
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Original Reference
Paragraph (TicQA)

N APC @ 1Mé APC Al AL h0, HO-EC WTT hid-t ReC A%z KM
o0 N1 "R APo19°a haN, T3P Chl AAP: AN b1 AL ha,
Nl NINBA9° ap 80T HhE h@:z 104 APC LT%F H@-0, L1%7 $A7 0Lk
AN AANT LNLAZ MM 1 APC G2 N0k WHT N7 om7T PO
ANP=" 19 Wir 03T Wl 0%h. Ohé 7A0A. Il 2,500-4,000 “2FC
Wio7 N&T ANPI°: 1% AHE $4-C7 ANALI HOUAT hid-T APC
ANP: RN 1N¢ APC 09° ¢HP ONCSLT 987%1CT %THCT Ok HEALT W9°
NA17 AONST7 TN Paco1TT 79°66-8 PPED he: Ataraqn, £1% h9°
AGENT ANLOT THOA ATAAT HAT910 10é APC A%z Ao, L1+% £
NWee 1Mé APC L1%7 $47 AAP= AN 104 APC HALYI® hO0.JT hll 05 A,
O/mé 7a0A. h 1,500-2,500 “%HC N AAPI: H@-0, LT% “TATAL
av-FF AAP: AH MO0, h9° ST NET HOA He-wk NUNAE LATI9° P9
hl 500-1,500 “24FC N HAL 104 APC $A SNYA= AH. 106 APC AN%
O F WY 13T APC AAP: 84 7h9° 9°TAT 9°0A Ohé: NPT Z0-17
HOA HewE 2071916 9° AMAT A17IA7T Tk A70A HOLT 79°64-2 $A
[ X4

Autotranslation to English

Permanent air: Residential air that is common in an area It's the weather.
This geological Location has a direct bearing on the environment. This
situation is one of the areas where they are described. Aspects are the
same. Resident Air Degua, Mixed Degua and Plain in three It is paid.
Each resident has his own air Any height and temperature. Degua areas
are at an altitude of 2,500-4,000 m above sea level. Degua has a very
hot and sunny climate. This permanent atmosphere is suitable for the
production of crops such as rice, wheat, millet and barley and spices such
as sesame and awsuda. Similarly, degua is a permanent climate suitable
for animals such as horses and sheep.lt is called a permanent air plain
at an altitude of 500-1,500 m. This permanent air has a very temperate
climate. Plain suits crops like millet, seaweed, celery and nihug. The
plains are preferred for the production of domestic animals such as goats
and camels.

Human Translation to English

Climate: Climate is the long-lasting weather of a particular area. It has a
direct connection with the geographical characteristics of a region. This
one way of describing a certain place. Climate is divided into three cate-
gories: Highland, semi highland and lowland. Every climatic region has
their own elevation and temperature margin. Highland regions are those
located from 2,500-4,000m above sea level. This climate has extremely
cold and frosty weather conditions. This type of climate is ideal to grow
crops like rice, wheat, pea and chickpeas and spices like basil and black
seed. Similarly, it is convenient to farm animals such as horses and
sheep. Semi highland has a mixture climate of lowland and highland. It
is designated to places with elevation from 1500-2500m above sea level.
Semi Highland has moderate temperature. It is ideal for grains like Teff
and finger millet. Climate with elevation from 500-1500m above sea level
is called lowland. Corn, sesame, millet and oil seeds can grow in this type
of climate. Moreover, regions with this climate are preferable to raise do-
mestic animals such as goats and camels.

Error Analysis

The meaning and context of the reading are lost when auto-translated
from Tigrinya to English, failing to recognize different words or phrases.
For example, the main topic of the reading word or phrase is about "11¢
A?C”, which is translated as "Permanent air”. However, the correct trans-
lation is "climate”. Words like "21%” are falsely translated as Degua,
though the correct translation should be "Highland”. “#4a” is mistranslated
as plain, but the correct translation should be "lowland”. Similarly, the
word "nihug” is not correctly translated. The correct translation should
be "oil seeds”. Even the meaning of entire sentences is lost in the au-
totranslation. For instance, Google MT translates the sentence: "£1%
ANE $4C7 ANALI NMUAT WiFT APC AAP::” as "Degua has a very
hot and sunny climate.” This does not reflect the provided information
at all. The correct translation would be, "The Highland climate has ex-
tremely cold and frosty weather conditions”. Moreover, the MT system
does not recognize local terms like "Teff”, which further decreases the
quality of translations.

Table 5: Manual and Automated Translations of a TIGQA Sample Paragraph
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Dataset

Language

Span-

Professionally

Sourced from

Suited for Educa-

based Annotated Student Books | tional Domain

TiQuAD Tigrinya X - - -
(Gaim et al., 2023)
AmQA _
(Abedissa et al., 2023)| Amharic X - - -
UIT-VIQUAD Vietnamese X - - -
(Nguyen et al., 2020)
JaQuAD Japanese X - - -
(So et al., 2022)
ParSQuAD )
(Abadani et al., 2021) | Persian X - - -
Czech SQUAD Czech X - - -
(Mackova, 2022)
IDK-MRC Indonesian X - - -
(Putri and Oh, 2022)

| TIcQA (Our dataset) | Tigrinya | X \ X \ X \ X |

Table 6: Comparison of TIGQA with existing low-resource MR/QA datasets. Our dataset is unique be-

cause it is fully annotated by experts, which is suited for educational domains and contextually and
culturally relevant to the local use cases; others use Wikipedia and news articles as sources and employ

crowd workers.
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Table 7: Sample question of the models input.
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